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Monetary regimes and labour institutions: an alternative interpretation of the downward trend in exchange-rate pass-through in peripheral countries1
Martín Cherkasky and Martín Abeles
Abstract
In recent years, several empirical studies have documented the decline in exchange-rate pass-through in peripheral countries. Conventional wisdom has interpreted this trend —verified in the last two decades— as the result of greater central bank credibility stemming from the implementation of formal inflation-targeting regimes. This paper offers an alternative interpretation, in line with the structuralist tradition, as it examines other instrumental transformations, concurrent with the establishment of inflation-targeting regimes, including ubiquitous labour market flexibilization. Empirical estimates for a set of peripheral countries for the period 1994–2016 show a marked correlation between the intensity of the exchange-rate pass-through and the weakening of labour market institutions.
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I. Introduction
Economists started off with an unshaken faith in their science as the source of verifiable explanations. Inflation was explained by factors that could be manipulated, that is, by factors which could be adjusted without any change in people’s self-definitions: the level of demand, levels of taxation, size of government deficit, growth of money supply. At the beginning of the 1980s, we are more ready to ask ourselves whether inflation isn’t largely fuelled by our political relations, in other words, in part by the self-definitions implicit in our dominant practices.
Charles Taylor2
With the proliferation of inflation-targeting regimes in recent decades —which include the setting up of flexible exchange-rate schemes— the analysis of the relationship between exchange-rate fluctuations and inflation has gained prominence.3 In inflation-targeting regimes, exchange-rate pass-through needs to be minimized so that greater exchange-rate volatility resulting from a freely floating exchange rate does not hinder the attainment of low and stable inflation. Several recent studies have shown a downward trend in exchange-rate pass-through coefficients, which may explain why monetary authorities in many countries have tamed their “fear of floating” in implementing monetary policy.4
There are essentially two sorts of explanations of this downward trend in the literature. The first focuses on the decline in exchange-rate pass-through of import prices (Campa and Goldberg, 2005). This explanation suggests that one of the main reasons for the decline in pass-through coefficients is a change in the composition of imports, with a shift towards products whose prices are less sensitive to exchange-rate fluctuations because of the market power of importing companies and price discrimination in international markets. This approach suggests that higher product differentiation allows importing companies to reduce profit margins in order to maintain market shares, which allows for a lower pass-through.5 Another reason is the increasingly important role of the costs of non-traded services (whose prices are less sensitive to the exchange rate) in the value of traded products in developing countries, as countries become richer (Frankel, Parsley and Wei, 2012).
The second sort of explanation examines the reduction in exchange-rate pass-through to consumer prices in general (not just import prices) and highlights the role of expectations (Gagnon and Ihrig, 2004; Choudhri and Hakura, 2006; Carrière-Swallow and others, 2016; Devereux and Yetman, 2010; Bailliu and Fujii, 2004). The relevant studies are based on the theory put forward by Taylor (2000), according to which, in a model of staggered price setting and imperfect competition, price increases tend to be smaller when there is low inflation and a lower perceived persistence of cost changes. In this context, the credibility of the monetary authority becomes vital. In a monetary regime in which the official inflation target acts as the nominal anchor of the economy, central bank credibility depends on how effective the monetary authority is perceived to be in meeting its goal (Choudhri and Hakura, 2001). A “credible” central bank is one which lets the official target guide agents’ inflationary expectations, regardless of exchange-rate fluctuations. Several studies have illustrated the statistical significance of monetary policy credibility in explaining lower exchange-rate pass-through in developing countries in recent years (Carrière-Swallow and others, 2016; Borensztein and Queijo von Heideken, 2016).6
Exchange-rate pass-through to consumer prices can be broken down into two rounds: a so-called first-round effect, which involves the impact of nominal exchange-rate variations on the prices of tradable goods and services that are directly or indirectly included in household consumption baskets; and a second-round effect, which involves the impact of nominal exchange-rate variations on the rest of the prices of goods and services.7 The strength of the second-round effect depends on the capacity (market power) of suppliers of those goods and services to recover the loss (directly or indirectly) inflicted by inflation in tradables. Wage adjustment may account for a significant share of that loss. Workers’ purchasing power is typically hit hard by exchange-rate depreciations. Assuming operative real wage resistance, the intensity of its inflationary (second-round) effect will ultimately depend on employers’ ability to pass the increase in wage costs on to retail prices.8
From a macroeconomic perspective, there is a direct relationship between the strength of exchange-rate pass-through to domestic prices and real wage resistance. The conventional wisdom is that, such resistance —as well as the ability of entrepreneurs to transfer rising costs to prices— depends on the economic cycle, in which monetary policy itself may play a major role. It also depends on levels of unionization and the type of labour market institutions prevalent in each country. Lower exchange-rate pass-through is more likely the result of the weakening of trade unions, the retreat of certain labour market institutions, or a combination of both, than of an increase in central bank credibility. This paper provides empirical evidence to support this alternative interpretation.
This working hypothesis is in line with the structuralist approach, whose analysis of inflation ascribes a decisive role to the institutions that regulate the distributive conflict (Kalecki, 1971; Rowthorn, 1977; Frenkel, 1984; Noyola, 1956; Sunkel, 1958; Olivera, 1967; Vernengo, 2003). It also ties in with the debate on the drop in inflation during the great moderation (1987–2007), a period characterized by the weakening of workers’ bargaining power.9 This approach highlights the type of institutional arrangements needed for the effective establishment of inflation targeting regimes. By transcending the strictly monetary sphere, this standpoint provides a better understanding of the relationship between the lower-inflation trend seen since the late 1980s, the weakening of labour market institutions and the concomitant fall in wage shares, in developed and developing countries alike. The importance given to labour market institutions in this paper is also found in other analytical frameworks, including the post-Keynesian perspective, the French Regulation School and the varieties of capitalism approach.
The article is divided into six sections, including this introduction. Section II presents an alternative interpretation to the traditional explanations of the decline in exchange-rate pass-through. Section III estimates the exchange-rate pass-through in rolling windows for a panel of 22 peripheral countries, based on the local projection method devised by Jordà (2005) and commonly used in the empirical literature (Carrière-Swallow and others, 2016; Caselli and Roitman, 2016). Section IV presents different approaches to operationalizing workers’ bargaining power and puts forward a strategy for estimating wage resistance. Section V assesses the statistical significance of the variables obtained in the previous stage in explaining exchange-rate pass-through, combined with a broader set of variables commonly used in the empirical literature. Section VI concludes.
II. Exchange-rate pass-through, distributive conflict and wage resistance
This paper adopts an alternative approach in the analysis of the decline in exchange-rate pass-through. In line with the structuralist approach, labour market institutions are conceived of as the most important factor in regulating the distributive conflict. Two statistical relationships are considered in order to assess the effects of currency devaluations on income distribution: (i) a static relationship between variables’ absolute levels, so as to show the distributive changes resulting from a modification of the real exchange rate; and (ii) a dynamic relationship, to examine the role of distributional conflict between local stakeholders and, in particular, of wage resilience.
We begin by introducing a cost-push pricing equation,10 in which, following Bastian and Setterfield (2017), import goods are introduced in line with the “producer approach”.11
P=(1+τ)(Wa + ePf b) (2.1)
Where P denotes the price of the local good, W is the nominal wage, e is the nominal exchange rate, Pf is the price of imported goods in foreign currency, a and b are the ratios for labour and imports, respectively, over the total product, and τ denotes the mark-up.
We then solve equation (2.1) and divide both sides by P to express wages and the exchange rate in real terms.
(1 + τ)Wa = P − (1 + τ) ePf b ⇒ (1 + τ)wa = 1 − (1 + τ) eRb (2.2)
Where w denotes the real wage and eR is the real exchange rate.
Equation (2.2) shows the distributive changes caused by a change in the real exchange rate in two extreme cases, assuming international prices and the production structure remain unchanged:
(i) Endogenous wages and exogenous mark-up rate:
(2.3)
(2.4)
(ii) Endogenous mark-up rate and exogenous wages:
(2.5)
(2.6)
These two cases show that a change in the real exchange rate must be absorbed by the real wage, the mark-up rate, or a combination of both, given the cost structure and the international prices of imported goods.12 This is critical for differentiating between disinflation and the decline in exchange-rate pass-through. In the first case, wages, prices and exchange rates may increase at a steadily slower nominal rate as a result of better coordination of expectations (forcing each sector to reduce its income claims, but without a loss of real income);13 in the second case, lower exchange-rate pass-through to domestic prices necessarily implies that at least one local sector will experience some income loss after the currency devaluation (firms, workers or both).
This distinction is also important for understanding the role of macroeconomic policy. While setting a target during a disinflation process may facilitate the coordination of agents’ expectations, without necessarily changing in income distribution, a decline in exchange-rate pass-through requires that at least one local sector reduce its real income. Hence, central bank credibility may reduce exchange-rate pass-through, provided that its expected response to a devaluation is a contractionary monetary policy, which increases unemployment and reduces the wage share. Alternatively, the credibility of disinflation measures may be based on the ability to diminish workers’ bargaining power through labour market flexibilization. Cornwall (1990) and Setterfield (2006b) define the latter as “incomes policy based on fear”.
Next, a two-equation system is used to illustrate the dynamic relationship between wages and prices after a devaluation in a conflicting claims framework. First, let the growth rate of nominal wages sought by trade unions depend on two elements: the difference between the desired real wage and the effective real wage, and inflation for the previous period (2.7a):
(2.7a)
Where ŵt is the rate of nominal wage increase, t–1 is inflation in the previous period, ωw is workers’ desired real wage, μ1 is the parameter indicating how trade unions respond to the discrepancy between the desired real wage and the effective real wage, and μ2 is the parameter indicating to what extent unions can index wages on the basis of past inflation.
The first element reflects the gap in workers’ income aspirations. It is positive insofar as workers are unable to attain what they consider fair wages because of partial indexation. The second reflects size indexation, i.e. the extent of real wage recovery after an increase in nominal prices, following the specifications suggested by Arestis and Sawyer (2005), Neville and Kriesler (2008) and Lavoie (2014), who postulate that unions, due to fundamental uncertainty, operate in an adaptive expectations environment.14
Parameters μ1 and μ2 represent workers’ bargaining power and can be expressed as a function of other variables. In the expression proposed by Rochon and Setterfield (2007) and Vera (2014), workers’ bargaining power depends on the unemployment rate. However, in Setterfield’s specification (2006a), workers’ bargaining power depends on institutional changes in the labour market.
Second, it is assumed that the inflation rate is affected by three factors: the income aspiration gap, wage costs and the cost of imported goods. The first component shows that firms have a target mark-up on unit production costs, which can be expressed in terms of real wages.15 The second component of the price equation corresponds to wage costs. For the sake of simplicity, labour productivity is assumed to remain constant so that changes in labour costs depend solely on nominal wages.16 The third and fourth components refer to the effect of changes in the nominal exchange rate and international prices of tradable goods.
t =φ1 (ωt–1 – ωf ) + φ2Ŵt + φ3êt + φ4
tf (2.8a)
Where ê denotes nominal exchange-rate variation, φ1 is the parameter indicating firms´ response to differences between the effective and the desired real wage, φ2 is the parameter indicating the direct effect of labour costs on prices, φ3 is the parameter indicating the direct effect of the exchange rate on inflation, and φ4 denotes the direct effect of the international price of tradable goods.
In addition, the target real wages of workers and firms can be defined as depending on an exogenous component and the real exchange rate, in line with Bastian and Setterfield (2017).
ωw = [ωw 0 + μ2eRt-1] (2.9)
ωf = [ωf 0 – φ2eRt-1] (2.10)
This paper aims to weigh the effect of a devaluation on prices and wages, which amounts to estimating the effect of a temporary increase in the nominal exchange-rate variation over these variables. The shock can be assessed on the basis of two types of equilibrium: short-run and long-run equilibrium.
Short-run equilibrium may be defined as a position at which the shock’s effect is reflected in the variables’ variations over the short term, without necessarily reaching a stable relationship between the different variables. Under the above system, this equilibrium may be assumed to be achieved after one year, the typical interval for wage negotiations and adjustments.
Long-run equilibrium may be defined as a position at which variables return to a stable relationship after several periods of time n. In the system presented above, the income aspiration gap works as the attractor. A widening gap between worker’s desired and effective real wages causes nominal wages to increase faster than prices and the nominal exchange rate, until the real wage returns to a stable position. If the real equilibrium wage is computed according to the above equations, considering solely the income aspiration gap (see annex A1), it can be shown that a change in the rate of variation in the nominal exchange rate, if temporary, does not affect the long-run real equilibrium wage (2.11).
(2.11)
While long-run equilibrium is useful for analysing the trend of endogenous variables, it merely represents an ideal position, in which parameters are assumed to remain constant and are not affected by other shocks during the transition. Furthermore, the system described does not consider the interactions between distribution and employment and product, nor the equilibrium real exchange rate and its link to current account sustainability.
To simplify the analysis of a temporary increase in the nominal exchange rate, expressions (2.7a) and (2.8a) are adapted as (2.7b) and (2.8b), respectively, to represent a short-run equilibrium which shows the effect of devaluation on inflation without necessarily reaching stability. For this purpose, the terms associated with the income aspiration gap are replaced by constants (α0 and β0) so as to include their baseline level. This procedure assumes that inflation is determined only by nominal changes in costs and focuses attention on the dynamic relationship between prices and wages.
ŵt = α0 + α1t–1 (2.7b)
t = β0 + β1êt + β2ŵt + β3
ft (2.8b)
Equation (2.7b) is then substituted into (2.8b), assuming short-run equilibrium as t =
t–1 and solving for
t:
(2.12)
Lastly, we find the exchange-rate’s time derivative as an approximation of exchange-rate pass-through.
(2.13)
Two components can be distinguished in expression (2.13). The first is associated with the direct (or first-round) effect and is represented by the parameter β1. This effect indicates the extent to which exchange-rate movements are passed on to consumer prices because of changes in tradable goods prices. The second component is associated with the indirect (or second-round) effect. This effect depends on wage resistance (α1) and the weight of wages in unit production costs (β2).17 From a structuralist perspective, the direct effect of devaluation on domestic prices can be regarded as the shock that pushes inflation over its initial equilibrium, and the second-round effects —primarily related to wage negotiation— can be seen as the propagation mechanism (Noyola, 1956; Furtado, 1963).
This paper’s hypothesis is that the decline in exchange-rate pass-through in recent decades is primarily attributable to lower wage resistance, which is explained by the reduction of workers’ bargaining power resulting from both the weakening of labour market institutions and the mechanisms that push up unemployment. These include the policies pursued by central banks with a view to achieving their inflation targets.
To empirically evaluate the importance of wage resistance in determining exchange-rate pass-through to prices, the following reasoning follows three steps: (i) estimation of exchange-rate pass-through in the sample; (ii) estimation of wage resistance; and (iii) regression of exchange-rate pass-through coefficients, using wage resistance coefficients and a set of control variables that are commonly used in the literature as explanatory variables.
III. Evidence for the decline in exchange-rate pass-through
1. Estimation of total exchange-rate pass-through
To calculate the accumulated response of internal prices for one year, the total exchange-rate pass-through is estimated using Jordà’s local projection method (2005), a method used in recent studies measuring exchange-rate pass-through (Carrière-Swallow and others, 2016; Caselli and Roitman, 2016). The estimated specification is as follows:
(3.1)
Where p is the consumer price index, NEER is the logarithmic difference of the nominal effective exchange rate, energy and food are the logarithmic differences of the international price of energy and food, respectively, gap is the product gap, μ is a fixed effect per country, ϵ is an error term, h is the projection timespan, i denotes each of the countries included in the panel and j the number of lags. The number of lags considered for the exchange rate is one ( j=1) and the selected projection timespan is four quarters (h=4). This timespan (one year) is in line with the frequency of wage negotiations and adjustments, which is important when examining the second-round effects of exchange-rate variations. We are interested in , which represents the one-year cumulative exchange-rate pass-through to consumer prices.
The local projection method estimates the effect of the explanatory variable in “t” on the given variable in “t+h”, where “h” is the selected projection timespan. In this case, the dependent variable is expressed as the cumulative variation. The main advantage of the local projection method over the estimation using an autoregressive vector (VAR) model is that it is less sensitive to specification errors arising from introducing a growing number of regressors, lags and the projection timespan (Jordà, 2005; Teulings and Zubanov, 2014). The drawback is that the error term takes, by design, the structure of a moving average, introducing serial correlation and thus preventing standard statistical inference. Driscoll-Kraay standard errors are used to control for serial correlation.18
The specification uses the nominal effective exchange rate (NEER), a multicurrency indicator which covers more amply the scope of relative prices that affect the consumer price index (CPI). The use of the NEER is more relevant for countries that have weaker trading ties with the United States and whose trading partners’ currencies are more volatile against the United States dollar. In these cases, the difference between the NEER and the bilateral nominal exchange rate (BNER) tends to be greater.19 The inclusion of international food and energy prices allows for the control of imported inflation, the inclusion of past inflation allows for the control of inflationary inertia, while the inclusion of the GDP gap allows for the control of inflationary pressures generated by excess demand, in line with the conventional approach. Alternatively, the GDP gap could be used to control for the distributive conflict, given the absence of information regarding unit labour costs and unemployment rates. In this study, the GDP gap is proxied by the cyclical component of GDP, calculated by means of a Hodrick-Prescott filter. Lastly, fixed effects for each country are included to control for their specific, structural characteristics.
The sample period runs from 1994 to 2016, on a quarterly basis. The panel consists of 22 countries, primarily in Latin America and Eastern Europe (see table 1). Fifteen of these 22 countries have already implemented inflation-targeting regimes.20
Table 1
Countries included in analysis
Argentina | India | Romania |
Bolivia (Plurinational State of) | Indonesia | Russian Federation |
Brazil | Malaysia | South Africa |
Bulgaria | Mexico | Thailand |
Chile | Philippines | Turkey |
Colombia | Paraguay | Uruguay |
Croatia | Peru |
|
Hungary | Poland |
|
Source: Prepared by the authors.
Note: Based on the International Monetary Fund classification of emerging and developing countries (2018).
The data sample includes episodes of sharp devaluation and/or hyperinflation (see table 2). Observations in which quarterly changes in the NEER and CPI are above 100% were excluded from the sample, together with the three subsequent observations which affect one-year cumulative inflation. While these observations are unlikely to pertain to customary wage negotiations and/or price-fixing, their inclusion as part of the sample tends to distort estimates. This treatment of the data is similar to that carried out by Caselli and Roitman (2016) and Fischer, Sahay and Vegh (2002).
Table 2
Descriptive statistics for panel data
Variable | Observations | Mean | Standard deviation | Minimum | Maximum |
∆lnIPC | 2 318 | 0.040 | 0.105 | -0.038 | 2.144 |
∆lnTCNE | 2 334 | 0.028 | 0.121 | -0.379 | 1.753 |
∆lnPal | 2 266 | 0.003 | 0.059 | -0.304 | 0.163 |
∆lnPer | 2 178 | 0.010 | 0.129 | -0.627 | 0.262 |
ln(y/y*) | 1 935 | 1.010 | 0.033 | 0.728 | 1.248 |
Source: Prepared by the authors on the basis of data from the International Monetary Fund (IMF), the Economic Commission for Latin America and the Caribbean (ECLAC), Bruegel and official information from the countries.
Note: ln(y/y*) is the cyclical component of the product, from which the gap is approximated.
Estimates carried out in 12-year rolling windows confirm the results found in the literature: exchange-rate pass-through to consumer prices declined from 0.52 in the period 1994–2005 to 0.16 in the period 2005–2016 (see figure 1). Estimates for different time horizons also show that the largest falloff in the exchange-rate pass-through is focused on the second and third quarters following a devaluation and that the exchange-rate effect stabilizes between the third and fourth quarters (see figure 2). This would suggest that the use of a four-quarter timespan is appropriate to measure the total effect.
Figure 1
Exchange-rate pass-through in peripheral countries, by rolling time windows
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. The following countries are included in the estimates: Argentina, Bolivia (Plurinational State of), Brazil, Bulgaria, Chile, Colombia, Croatia, Hungary, India, Indonesia, Malaysia, Mexico, Paraguay, Peru, Philippines, Poland, Romania, Russian Federation, South Africa, Thailand, Turkey and Uruguay.
Figure 2
Exchange-rate pass-through in peripheral countries, for different timespans
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one, two, three and four quarters after a 1% increase in the nominal effective exchange rate. The following countries are included in the estimates: Argentina, Bolivia (Plurinational State of), Brazil, Bulgaria, Chile, Colombia, Croatia, Hungary, India, Indonesia, Malaysia, Mexico, Paraguay, Peru, Philippines, Poland, Romania, Russian Federation, South Africa, Thailand, Turkey and Uruguay.
Estimates by region show that the decline in exchange-rate pass-through was widespread. Exchange-rate pass-through declined most steeply in Eastern Europe, from 0.86 to 0.17 between 1994–2005 and 2005–2016, and less steeply in Latin America from 0.34 to 0.18. Asian countries included in the study show the lowest exchange-rate pass-through in recent years (see figure 3).
Figure 3
Exchange rate pass-through by region
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. Latin America includes: Argentina, Bolivia (Plurinational State of), Brazil, Chile, Colombia, Mexico, Paraguay, Peru and Uruguay; Eastern Europe includes: Bulgaria, Croatia, Hungary, Poland, Romania, Russian Federation and Turkey; Asia includes: Philippines, India, Indonesia, Malaysia and Thailand.
In order to determine the extent to which the decline in exchange-rate pass-through can be attributed to greater central bank credibility, estimates were made for two groups of countries: those that had adopted inflation-targeting regimes for a prolonged period21 and those that had not or had recently implemented such regimes. The results indicate two things. First, exchange-rate pass-through falls in both types of countries (i.e. those that apply inflation-targeting regimes and those that do not). This may imply that the decline observed is the result of a broader, global process and not necessarily linked to increased central bank credibility. Second, the estimates show that the reduction in exchange-rate pass-through was greater in countries with inflation-targeting regimes in place (see figure 4). While this outcome suggests that the implementation of inflation-targeting regimes may have helped to reduce pass-through more deeply, it could also reveal that the effects of other potential determinants (such as trade liberalization or weaker labour regulation) were more strongly felt in this second group.
Figure 4
Exchange-rate pass-through, by monetary regime in peripheral countries
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. Countries with inflation-targeting regimes (implemented in or prior to 2010) include: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, the Philippines, Poland, Romania, South Africa, Thailand and Turkey. Countries without inflation-targeting regimes (or with regimes implemented since 2011) include: Argentina, Bolivia (Plurinational State of), Bulgaria, Croatia, India, Malaysia, Paraguay, Russian Federation and Uruguay.
2. Measurement of the first-round effect
Once the total exchange-rate pass-through has been estimated, the question arises as to what extent the decline observed in recent decades was owed to the first-round effect, linked to the prices of tradable products, or the second-round effect, linked to non-tradables. It is therefore necessary to estimate the first-round effect separately. One benchmark indicator typically used in the literature for the first-round effect is the share of imported products in the household consumption basket.22
Input-output tables are used to measure the strength of first-round effects (Burstein, Eichenbaum and Rebelo, 2005; Carrière-Swallow and others, 2016; Gopinath, 2015), based Carrière-Swallow and others (2016), using data from the Eora multi-region input-output tables (Lenzen and others, 2012 and 2013).
The share of imports of final goods is obtained by calculating the ratio of consumption imports to total consumption. The share of intermediate imports is calculated by multiplying local production intended for private consumption by the share of intermediate imports per sector. The sum of all sectors is then calculated, and this is divided by total private consumption.
The import content of private consumption increased in the Latin American and Eastern European countries included in the panel (see figure 5). These results are in line with the growing importance of global value chains, which raised trade flows both into and from these countries. In Asian countries, however, this content remained stable.
Figure 6 shows that the recent decline in pass-through contrasts with the increase in the share of imported products. In Latin America and Eastern Europe, pass-through coefficients tend to move closer to the import content of household consumption. The data do not provide sufficient evidence to show that there was no weakening of the first-round effect in these countries; however, they do suggest that the recent decline in pass-through is more closely related the second-round effects, i.e. to the price dynamics of non-tradable goods and services. To assess the extent to which the weakening of labour market institutions played a part in the lower second-round effect, in the following section we estimate a proxy for wage resistance.
Figure 5
Import content of private consumption, by region
(Percentages)
Source: Prepared by the authors, on the basis of M. Lenzen and others, “Building EORA: a global multi-region input-output database at high country and sector resolution”, Economic Systems Research, vol. 25, N° 1, Abingdon, Taylor & Francis, 2013; and “Mapping the structure of the world economy”, Environmental Science & Technology, vol. 46, N° 15, Washington, D.C., American Chemical Society, 2012.
Note: Shows the share of intermediate, final and total imported goods in private consumption. Latin America includes: Argentina, Bolivia (Plurinational State of), Brazil, Chile, Colombia, Mexico, Paraguay, Peru and Uruguay; Eastern Europe includes: Bulgaria, Croatia, Hungary, Poland, Romania, Russian Federation and Turkey; Asia includes: Philippines, India, Indonesia, Malaysia and Thailand.
Figure 6
Exchange-rate pass-through and import content of private consumption, by region
(Percentages)
Source: Prepared by the authors.
Note: The solid bars show the cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. The plotted points show the share of intermediate and final imported goods in private consumption. Latin America includes: Argentina, Bolivia (Plurinational State of), Brazil, Chile, Colombia, Mexico, Paraguay, Peru and Uruguay; Eastern Europe includes: Bulgaria, Croatia, Hungary, Poland, Romania, Russian Federation and Turkey; Asia includes: Philippines, India, Indonesia, Malaysia and Thailand.
IV. Labour market institutions and wage resistance
In recent years, labour market institutions have been eroded globally (Berg, 2015). The expansion of the global work force resulting from the inclusion of China, India as well as the Russian Federation and the countries of the former Soviet Union to the global economy created upward pressure on unemployment and fostered labour flexibilization in virtually all countries, leading to worldwide intensification of wage discipline.
Greater labour flexibility shows up in various ways, including the promotion of non-standard employment (fixed-term employment or extension of probationary periods), reduction of job security (shortening of notice periods and reduction of severance pay), the decentralization of collective bargaining (elimination or suspension of national collective agreements), weakening of and interventions in collective bargaining (suspension of existing agreements and limitation of the duration of agreements) and weakening of trade unions (facilitating the conditions for non-union employee representatives to conclude collective agreements) (United Nations, 2016, pp. 7–8). Figure 7 shows the declining trend in collective bargaining coverage in a number of countries of the Organization for Economic Cooperation and Development (OECD).
Figure 7
Collective bargaining coverage
(Percentages)
Source: Prepared by the authors, on the basis of data from the Organization for Economic Cooperation and Development (OECD).
Note: The rectangles and the central indicator denote the interquartile range and the median of the distribution, respectively. The plotted points correspond to the mean for each period. Sample countries include: Australia, Canada, Czechia, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Japan, Luxembourg, Netherlands, New Zealand, Norway, Portugal, Republic of Korea, Slovenia, Spain, Sweden, Switzerland, Turkey, United Kingdom and United States.
The weakening of labour’s bargaining power is also related to financialization, in two possible ways (Stockhammer, 2013): (i) by increasing possibilities for investing in financial assets and abroad, thus reducing the incentives to invest in real domestic assets and inducing “short-termism”; and (ii) by empowering shareholders relative to workers, through changes in corporate governance as well as by the development of capital markets, which places emphasis on dividend payments and encourages cost-cutting strategies (Lazonick and O’Sullivan 2000).
Using trade openness as a proxy for the magnitude of globalization and the size of external assets and liabilities over GDP as a proxy for the spread of financialization, in line with Stockhammer (2013), it can be seen that both indicators —which are negatively associated with workers’ bargaining power— have trended upwards in recent years. The increase was more pronounced in countries that implemented inflation-targeting regimes, where the exchange-rate pass-through declined the most (see figures 8 and 9).
Figure 8
Globalization indicator
(Index: 1994–2005 window=100)
Source: Prepared by the authors, on the basis of information from International Monetary Fund (IMF) and the World Bank.
Note: Series correspond to indices for the 12-year moving average since 1994. The gross domestic product (GDP) used as the denominator of the financialization indicator is adjusted for purchasing power parity (PPP). Countries with inflation-targeting regimes (implemented in or prior to 2010) include: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, the Philippines, Poland, Romania, South Africa, Thailand and Turkey. Countries without inflation-targeting regimes (or with regimes implemented since 2011) include: Argentina, Bolivia (Plurinational State of), Bulgaria, Croatia, India, Malaysia, Paraguay, Russian Federation and Uruguay.
Figure 9
Financialization indicator
(Index: 1994–2005 window=100)
Source: Prepared by the authors, on the basis of information from International Monetary Fund (IMF) and the World Bank.
Note: Series correspond to indices for the 12-year moving average since 1994. The gross domestic product (GDP) used as the denominator of the financialization indicator is adjusted for purchasing power parity (PPP). Countries with inflation-targeting regimes (implemented in or prior to 2010) include: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, the Philippines, Poland, Romania, South Africa, Thailand and Turkey. Countries without inflation-targeting regimes (or with regimes implemented since 2011) include: Argentina, Bolivia (Plurinational State of), Bulgaria, Croatia, India, Malaysia, Paraguay, Russian Federation and Uruguay.
The trade openness (globalization) indicator is particularly relevant in linking the decline in exchange-rate pass-through with the weakening of labour market institutions if one considers that, from the point of view of pricing, trade liberalization must have increased competition between domestic and foreign firms (Benigno and Faia, 2016).
In any inflationary process, workers’ bargaining power is reflected in their ability to mitigate or offset their loss of real income over time. This aspect of the distributive conflict is fundamental for determining the intensity of the second-round effect caused by an increase in the exchange rate (see section II).
To assess changes in wage resistance in recent years, expression (4.1) was estimated using the local projection method and quarterly series of nominal wages using rolling windows (see annex A2) for a subset of 10 countries for which sufficient data are available.23,24
(4.1)
Where w is the nominal wage, p is the logarithmic difference of the consumer price index, pr is the logarithmic difference of labour productivity, u is the unemployment rate, υ is an error term, h is the projection timespan, i denotes each of the countries included in the panel and j the number of lags. The number of lags considered for the consumer price index is two ( j=2) and the selected projection timespan is four quarters (h=4). We are interested in , a parameter that reflects the extent of the cumulative response of nominal wages one year after an increase in consumer prices, which we use as a proxy for wage resistance.
Unemployment rates and labour productivity data were estimated as annual series by means of a Hodrick-Prescott filter (insufficiency of quarterly data did not allow for a higher frequency). Nominal wages were obtained from international organizations and national agencies (see annex A2).
The results show a reduction in wage resistance in recent years, which is consistent with the evidence of the weakening of labour market institutions and the decline in the exchange-rate pass-through for the same group of countries (see figure 10). These findings suggest that lower wage resistance to past inflation may have been a significant factor in the decline in pass-through.
The fall in wage resistance was most marked in countries with inflation-targeting regimes (see figure 11). This suggests that the greater decline in exchange-rate pass-through in these countries may be tied to lower wage resistance stemming from changes in labour market institutions. This result is also consistent with the steeper rise in the globalization and financialization indicators —which are negatively associated with workers’ bargaining power— in the group of countries with inflation-targeting regimes. This hypothesis is empirically tested in the following section.
Figure 10
Exchange-rate pass-through, wage resistance and import content of private consumption
(Percentages)
Source: Prepared by the authors.
Note: The exchange-rate pass-through reflects the cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. The import content indicates the share of intermediate and final imported goods in private consumption. Wage resistance indicates the cumulative response of nominal wages one year after a 1% increase in consumer prices. Country fixed effects are included in the estimations of exchange-rate pass-through and wage resistance. Countries included in the estimates are: Argentina, Brazil, Chile, Colombia, Croatia, Hungary, Poland, Romania, Russian Federation and Uruguay.
Figure 11
Exchange-rate pass-through, wage resistance and import content of private consumption, by monetary regime
(Percentages)
Source: Prepared by the authors.
Note: The exchange-rate pass-through reflects the cumulative response of consumer prices one year after a 1% increase in the nominal effective exchange rate. The import content indicates the share of intermediate and final imported goods in private consumption. Wage resistance indicates the cumulative response of nominal wages one year after a 1% increase in consumer prices. Countries without inflation-targeting regimes include: Argentina, Croatia, Russian Federation and Uruguay. Countries with inflation-targeting regimes include: Brazil, Chile, Colombia, Hungary, Poland and Romania. Country fixed effects are included in the estimations of exchange-rate pass-through and wage resistance.
V. The link between wage resistance and exchange-rate pass-through
A similar strategy to that applied by Carrière-Swallow and others (2016) and Choudhri and Hakura (2006) was used to assess the determinants of exchange-rate pass-through in two steps. First, we estimated exchange-rate pass-through and wage resistance coefficients by equations (3.1) and (4.1), respectively, for each country, using 12-year rolling windows. Rolling windows begin in the first quarter of each year, starting in 1994. This means that we have used 12 windows, the first for 1994–2005, the second for 1995–2006, and the last for 2005–2016.
Second, we ran a regression between exchange rate pass-through coefficients and wage resistance coefficients obtained in the first (5.1 below). The globalization indicator (see section IV) and other variables which, according to the literature, may affect exchange-rate pass-through, such as the mean and standard deviation of inflation (inflation volatility) and the mean and standard deviation of exchange rate variation (exchange rate volatility), were also included as explanatory variables.25 The latter are also calculated for the same periods used for exchange rate pass-through and wage resistance. Estimates are conducted for a subset of 10 countries for which quarterly nominal wage data are available (see annex A2).
(5.1)
Where are the pass-through coefficients, and χi,τ and δ denote the explanatory variables (the mean and standard deviation of inflation and of the rate of variation of the nominal exchange rate, the globalization indicator and wage resistance) and their respective coefficients. The observations pertain to each time window (τ) and country in the sample (i). The specification includes time fixed effects (ςτ).
The different estimates of equation (5.1) show that each of the explanatory variables is significant when included individually (see table 3, columns 1–6). When all explanatory variables are included together and the results are controlled for time fixed effects, average depreciation and the wage resistance indicator are significant (see table 3, column 7). When country fixed effects are also included to control for each country’s structural characteristics, exchange rate volatility, average inflation, the globalization indicator and wage resistance are significant (see table 3, column 8). Similar results are obtained and presented in annex A3, based on the bilateral nominal exchange rate instead of the effective nominal exchange rate.
The coefficients obtained for average depreciation, exchange-rate volatility and average inflation in the regressions where these variables are significant report a positive sign, as expected. This is also consistent with empirical literature: the greater the exchange-rate instability and the higher the starting level of inflation, the greater the pass-through coefficient.
Wage resistance is significant in the two regressions that include all variables (with and without country fixed effects) and the sign of the related coefficient is positive, in line with our working hypothesis: the lower the capacity (bargaining power) for a recovery in wages after a devaluation, the less intense the second-round pass-through will be. Additionally, the globalization indicator is significant in the regression that includes country fixed effects and its coefficient has a negative sign. This result can be interpreted as follows: as trade openness increases, there is more indirect competition between workers at the global level, the pressure for flexibilization of the local labour market increases, wage negotiating power decreases and second-round pass-through loses strength.
Table 3
Determinants of total pass-through of the nominal effective exchange rate
Dependent variable: | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
Average depreciation | 11.423*** |
|
|
|
|
| 11.594*** | 1.344 |
(1.58) |
|
|
|
|
| (2.93) | (3.15) | |
Nominal-effective-exchange-rate volatility |
| 2.384*** |
|
|
|
| -0.435 | 2.235** |
| (0.75) |
|
|
|
| (0.74) | (1.02) | |
Average inflation |
|
| 10.710*** |
|
|
| 2.468 | 7.636*** |
|
| (1.16) |
|
|
| (2.37) | (2.65) | |
Inflation volatility |
|
|
| 4.752*** |
|
| -0.949 | -1.466 |
|
|
| (0.92) |
|
| (1.33) | (1.38) | |
Globalization indicator |
|
|
|
| -1.051*** |
| 0.132 | -0.967*** |
|
|
|
| (0.37) |
| (0.10) | (0.30) | |
Wage resistance |
|
|
|
|
| 0.072*** | 0.079** | 0.100*** |
|
|
|
|
| (0.03) | (0.04) | (0.04) | |
Country fixed effects | No | No | No | No | No | No | No | Yes |
Time fixed effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
Observations | 118 | 118 | 118 | 118 | 118 | 118 | 118 | 118 |
R-squared | 0.861 | 0.805 | 0.886 | 0.832 | 0.802 | 0.808 | 0.820 | 0.910 |
Source: Prepared by the authors.
Note: The dependent variable is the estimated total pass-through to consumer prices for the time window τ and country i. The standard error is shown in parentheses. Significant at 1% (***), significant at 5% (**) and significant at 10% (*). Extreme observations where the exchange-rate pass-through to consumer prices was greater than 1 were excluded.
Overall, these results suggest that, given the level and volatility of inflation and the exchange rate, lower wage resistance (and greater trade openness) leads to lower exchange-rate pass-through to domestic consumer prices. The weakening of labour market institutions —when combined with these two variables— has global repercussions and may have played a significant role in explaining the decline in exchange rate pass-through observed in recent years.
VI. Conclusions
This paper presents an alternative interpretation of the decline in the exchange-rate pass-through to consumer prices in recent decades in peripheral countries. Conventional wisdom claims that this decline was due to increased central bank credibility, which the literature typically ascribes to the establishment of formal inflation-targeting regimes and related institutional reforms, such as central bank independence, full mobility of international capital and floating exchange rates. From a structuralist standpoint, which views the distributive conflict as a fundamental factor in accounting for inflation, this paper has laid emphasis on other structural changes occurring in parallel with the establishment of inflation-targeting regimes, which have led to lower wage resistance, a key variable in explaining the intensity of exchange-rate pass-through. These changes include the weakening of labour market institutions and a decline in union density.
The empirical evidence gathered shows that exchange-rate pass-through declined in countries both with and without formal inflation-targeting regimes. This may imply that the decline was due to a broader, global process —not necessarily ascribable to greater credibility of monetary authorities— that could involve widespread trade liberalization, increasing financial deregulation or expansion of the global workforce. The data collected also indicate that the fall in exchange-rate pass-through was more significant in the countries with formal inflation-targeting regimes than in the rest of the countries in the sample.
In keeping with conventional wisdom, this could suggest that, setting aside the likely incidence of the said global factors, the introduction of inflation-targeting regimes may have been a determining factor in the stronger decline in exchange-rate pass-through. However, a more detailed examination of the empirical evidence presented in sections IV and V reveals that: (i) the decline in wage resistance was more pronounced in countries with formal inflation-targeting regimes, and (ii) wage resistance is a statistically significant factor in explaining the strength of exchange-rate pass-through. From this, it could be inferred that the fall in pass-through was stronger in countries with formal inflation-targeting regimes because the reduction in wage resilience —and, presumably, the structural and institutional transformations that triggered that reduction— was greater in these countries, as opposed to enhanced central bank credibility.
These results, while perhaps not surprising, may still be of interest to those engaged in the comparative analysis of different capitalist institutional forms, such as proponents of the French regulation theory or the “varieties of capitalism” approach.26 The latter, for example, emphasizes the idea of institutional complementarities, which looks at how the functioning and performance of one institution can affect the functioning and performance of another. At times, conventional macroeconomic analysis appears to adopt a similar perspective, suggesting a combination of conditions that an economy must meet if the implementation of a formal inflation-targeting regime is to yield a low and stable inflation rate. These conditions usually include central bank independence, capital account liberalization, free floating exchange rates and self-imposed fiscal limits.27
An additional institutional prerequisite may be inferred from the evidence presented in this paper that is equally or more significant than the above —namely, labour market deregulation.28 This condition is rarely mentioned explicitly in the conventional literature, nor is it openly advocated by the enthusiasts of inflation-targeting regimes, even if it is perfectly consistent with the standard explanation. In fact, a more credible monetary authority may imply that workers’ wage aspirations have been lined up with the official inflation target, whether spontaneously or by means of some sort of union representation. Going back to the interpretation of the decline in pass-through coefficients under inflation-targeting regimes, one further implication is that, in the event of an exchange-rate depreciation, workers offer minimal wage resistance, placidly accepting a real wage reduction. This may be conceivable if workers are certain that the only alternative to their acquiescence would be a contractionary monetary policy that would yield the same result (with regard to wages and the inflation rate) but with a much higher cost in terms of employment and activity levels.29 In short, the decline in exchange-rate pass-through —which, from a conventional perspective, is presented as an attribute of monetary credibility— is, in practice, a consequence of the weakening of labour institutions.
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Annex A1
Obtaining the real equilibrium wage
In line with Bastian and Setterfield (2017), the rates of growth of nominal wages and prices are defined taking only the income aspiration gap into consideration:
(A.1)
(A.2)
The real equilibrium wage is obtained, provided that the real wage remains constant (ŵt = t):
(A.3)
Equation (A.3) is substituted into (A.2) to obtain the equilibrium inflation rate:
(A.4)
The variation rate of the nominal break-even exchange rate is obtained, assuming that the real exchange rate remains constant. This implies that the variation rate of the nominal exchange rate is equal to inflation, minus the variation rate of the prices of imported products in foreign currency (ê = –
f ).
(A.5)
We then solve for the real exchange rate:
(A.6)
Finally, equation (A.6) is substituted into (A.3):
(A.7)
Annex A2
Data sources
Table A2.1
Data sources
Variable | Frequency of publication | Methodology | Sources |
Consumer Price Index (CPI) | Monthly | Quarterly average | International Monetary Fund (IMF), national and provincial bodies |
Real effective exchange rate (REER) | Monthly | Quarterly average | Bruegel |
Commodity prices | Monthly | Quarterly average | IMF |
Gross domestic product (GDP) | Quarterly | Seasonal adjustment (X-12-ARIMA) | IMF, ECLAC, OECD and national bodies |
Unemployment | Yearly | Hodrick-Prescott filter | International Labour Organization (ILO) |
Productivity | Yearly | Hodrick-Prescott filter | ILO |
Trade flow over GDP | Yearly | - | World Bank |
External assets and liabilities | Yearly | - | IMF |
GDP (in purchasing power parity) | Yearly | - | IMF |
Source: Prepared by the authors.
Table A2.2
Data sources for nominal wage series
Country | Period | Description | Source |
Argentina | 1995–2016 | Average wage in the registered private sector | Ministry of Labour, Employment and Social Security |
Brazil | 1994–2016 | Average private and public sector wage | Brazilian Geographical and Statistical Institute (IBGE) |
Chile | 1994–2016 | Average wage | International Monetary Fund (IMF) |
Colombia | 1994–2016 | Average wage (manufacturing industry and retail) | Bank of the Republic |
Croatia | 1994–2016 | Net average wage | Croatian Bureau of Statistics |
Hungary | 1994–2016 | Average wage | IMF |
Poland | 1994–2016 | Average wage | IMF |
Romania | 1994–2016 | Average wage | IMF |
Russian Federation | 1994–2016 | Average wage | Federal State Statistics Service of the Russian Federation |
Uruguay | 1994–2016 | Average wage index | Ministry of Labour and Social Security |
Source: Prepared by the authors.
Annex A3
Robustness control: estimation based on the bilateral nominal exchange rate
The results based on the bilateral nominal exchange rate are similar to those obtained using the nominal effective exchange rate; a decrease was noted in all cases, with the largest declines in countries with inflation-targeting regimes (see figures A3.1 to A3.4 and table A3.1).
Figure A3.1
Exchange-rate pass-through in peripheral countries, by rolling windows
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the bilateral nominal exchange rate. The following countries are included in the estimates: Argentina, Bolivia (Plurinational State of), Brazil, Bulgaria, Chile, Colombia, Croatia, Hungary, India, Indonesia, Malaysia, Mexico, Paraguay, Peru, Philippines, Poland, Romania, Russian Federation, South Africa, Thailand, Turkey and Uruguay.
Figure A3.2
Exchange-rate pass-through in peripheral countries, for different time horizons
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one, two, three and four quarters after a 1% increase in the bilateral nominal exchange rate. The following countries are included in the estimates: Argentina, Bolivia (Plurinational State of), Brazil, Bulgaria, Chile, Colombia, Croatia, Hungary, India, Indonesia, Malaysia, Mexico, Paraguay, Peru, Philippines, Poland, Romania, Russian Federation, South Africa, Thailand, Turkey and Uruguay.
Figure A3.3
Exchange rate pass-through by region
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the bilateral nominal exchange rate. Latin America includes: Argentina, Bolivia (Plurinational State of), Brazil, Chile, Colombia, Mexico, Paraguay, Peru and Uruguay; Eastern Europe includes: Bulgaria, Croatia, Hungary, Poland, Romania, Russian Federation and Turkey; Asia includes: India, Indonesia, Malaysia, Philippines and Thailand.
Figure A3.4
Exchange-rate pass-through, by monetary regime in peripheral countries
(Percentages)
Source: Prepared by the authors.
Note: Cumulative response of consumer prices one year after a 1% increase in the bilateral nominal exchange rate. Countries with inflation-targeting regimes (implemented in or prior to 2010) include: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, the Philippines, Poland, Romania, South Africa, Thailand and Turkey. Countries without inflation-targeting regimes (or with regimes implemented since 2011) include: Argentina, Bolivia (Plurinational State of), Bulgaria, Croatia, India, Malaysia, Paraguay, Russian Federation and Uruguay.
Table A3.1
Determinants of total pass-through of the bilateral nominal exchange rate
Dependent variable: | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
Average depreciation | 11.606*** |
|
|
|
|
| 13.372*** | 5.077 |
(1.74) |
|
|
|
|
| (3.33) | (3.51) | |
Bilateral-nominal-exchange-rate volatility |
| 2.005** |
|
|
|
| -0.808 | 1.288 |
| (0.83) |
|
|
|
| (0.84) | (1.13) | |
Average inflation |
|
| 10.856*** |
|
|
| 2.098 | 4.669 |
|
| (1.31) |
|
|
| (2.69) | (2.95) | |
Inflation volatility |
|
|
| 4.637*** |
|
| -1.399 | -0.687 |
|
|
| (1.01) |
|
| (1.51) | (1.53) | |
Globalization indicator |
|
|
|
| -1.452*** |
| 0.156 | -1.458*** |
|
|
|
| (0.38) |
| (0.11) | (0.33) | |
Wage resistance |
|
|
|
|
| 0.059** | 0.074* | 0.097** |
|
|
|
|
| (0.03) | (0.04) | (0.04) | |
Country fixed effects | No | No | No | No | No | No | No | Yes |
Time fixed effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
Observations | 118 | 118 | 118 | 118 | 118 | 118 | 118 | 118 |
R-squared | 0.844 | 0.785 | 0.867 | 0.813 | 0.801 | 0.786 | 0.787 | 0.897 |
Source: Prepared by the authors.
Note: The dependent variable is the estimated total pass-through (bilateral nominal exchange rate with the United States) for the window τ and country i. The standard error is shown in parentheses. Significant at 1% (***), significant at 5% (**) and at 10% (*). Extreme observations where the exchange-rate pass-through to consumer prices and the wage resistance coefficient were greater than 1 were excluded.
1 The authors are grateful for the contributions and suggestions provided by Francisco Arroyo Marioli, Pablo Bortz, Pablo Chena, Ariel Dvoskin, Germán Feldman, Gabriel Porcile, Juan Manuel Telechea, Fernando Toledo, Sebastián Valdecantos and Soledad Villafañe, and for the assistance provided by Alicia Pita in building the databases. The authors assume sole responsibility for any errors or omissions in this document.
2 Taylor, 1985, p. 115.
3 There are two basic requirements in inflation-targeting regimes: (i) the absence of fiscal dominance; and (ii) the absence of external dominance. A logical consequence of the first requirement is central bank independence, which typically goes hand in hand with fiscal rules, including legal limits on the monetization of fiscal deficits. The second requirement entails that monetary policy should not target real exchange rates (e.g. for the sake of export promotion). Hence, inflation-targeting monetary regimes come with the establishment of freely floating exchange-rate regimes. It should be noted, however, that managed floating exchange-rate schemes tend to prevail in practice, with monetary authorities commonly intervening to limit short-term exchange-rate volatility, allegedly without interfering with the market determination of the real exchange rate in the long run.
4 Some authors suggest that central banks’ “fear of floating” is due to “fear of inflation”, especially in countries where exchange-rate pass-through is high (Schönerwald da Silva and Vernengo, 2008). In countries with floating exchange rates, this “fear of inflation” manifests as a relatively stricter policy response for limiting or containing depreciations compared with appreciations. In Latin America, this asymmetric policy response to exchange-rate movements seems to be more significant in countries such as Brazil and Mexico (Libman, 2018).
5 This explanation is based on pricing-to-market theory (Dornbusch, 1987; Krugman, 1987; and Marston, 1990).
6 In Carrière-Swallow and others (2016) monetary policy credibility is proxied by the divergence of professional inflation forecasts; in Borensztein and Queijo von Heideken (2016), it is defined as the difference between expected inflation (also resulting from professional forecasts) and the central bank’s inflation target.
7 First-round pass-through includes the inflationary effect of intermediate and final tradable goods and services that are used in the local production of consumer goods.
8 Real wage resistance is defined as the increase in nominal wages intended to offset, in part or in full, the loss of purchasing power resulting from past inflation.
9 Perry and Cline (2016) provide evidence of the critical role played by wage resistance in lowering inflation during the great moderation in the United States.
10 The presentation of price levels from a cost-push perspective is in line with the post-Keynesian, neo-Keynesian (Carlin and Soskice, 2006) and structuralist traditions.
11 There are two approaches to modelling inflation in an open economy (Bastian and Setterfield, 2017): (i) the consumer approach, which treats imports as final goods (Blecker, 1989 and 2011); and (ii) the producer approach, which treats imports as intermediate goods (Bhaduri and Marglin, 1990; Taylor, 2004).
12 Dvoskin and Feldman (2015) examine the negative link between real wages and the real exchange rate, for a given profit rate, in various production structures in Latin America.
13 In an ideal situation where there is consensus between workers and enterprises in the context of a “social bargain”, it might be possible to reduce inflation without changing the functional distribution of income (Cornwall 1990; Cornwall and Cornwall, 2001; Setterfield, 2006b).
14 If the second term in equation (2.7a) were replaced by a term denoting future expected inflation, there would be no change in the long-term equilibrium between inflation and real wages, which depends solely on the income aspiration gap. In other words, if the wage adjustment requested by workers is lower than past inflation because it is based on expectations of lower inflation in the future, the difference would be reflected in a greater increase in nominal wages in subsequent periods, owing to a wider gap between the desired real wage and the effective real wage.
15 This equation has been used by Dutt (1987), Sawyer (1982), L. Taylor (1985 and 1991), Sarantis (1990), Smithin (1994), Cassetti (2003), Setterfield (2006a and 2009) and Godley and Lavoie (2007), among other authors.
16 If changes in labour productivity were taken into account, the income aspiration gap would have to be expressed in terms of the wage share in total income, so that changes in productivity would also be included in the distributional conflict between workers and enterprises.
17 If the incidence of wages in unit production costs were to increase (accompanied by an equal and opposite decrease in the incidence of imports), and considering a pass-through of the price of imported products to consumer prices that exceeds wage resistance, the total pass-through of the exchange rate on consumer prices should decline.
18 See Driscoll and Kraay (1998).
19 Carrière-Swallow and others (2016) and Caselli and Roitman (2016) also use the nominal effective exchange rate to estimate exchange-rate pass-through.
20 Of these 15 countries, 13 had inflation-targeting regimes in place for over half of the 2001–2016 period: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, Philippines, Poland, Romania, South Africa, Thailand and Turkey. India adopted an inflation-targeting regime in 2016. Argentina an inflation-targeting regime in 2017 and suspended it in 2018.
21 These are countries where inflation-targeting regimes were in place for more than half of the last window (2005–2016), meaning it was implemented in or prior to 2010. They are: Brazil, Chile, Colombia, Hungary, Indonesia, Mexico, Peru, Philippines, Poland, Romania, South Africa, Thailand and Turkey.
22 This benchmark assumes that the exchange-rate pass-through to the price of imported goods and services is complete and it excludes export goods that are part of the household consumption basket. Although empirical evidence shows that pass-through to imported products tends to be complete, in some cases it can be partial, as is typically the case in more differentiated goods (Campa and Goldberg, 2005).
23 Countries with quarterly nominal wages series covering a period of 20 years or more.
24 The work of Vogel and others (2009) is a noteworthy antecedent. Vogel and others (2009) estimate the resistance of real wages to changes in the terms of trade in the Group of Seven (G7) countries to analyse the second-round effects of inflation caused by the sharp rise in commodity prices that took place during the first half of 2008. An autoregressive distributed lag equation was used for the estimate, which suggests that real wage resistance as captured by the corresponding parameter declined after the 1970s.
25 In the literature it is argued that as inflation and exchange-rate movements become more pronounced and more volatile, firms tend to adjust their prices more frequently and exchange-rate pass-through tends to increase.
26 For an application of the varieties of capitalism approach to Latin American countries, see Schneider (2009). For a critical review of this approach and its applicability in the region, see Aguirre and Lo Vuolo (2013). For an alternative perspective on Latin American economies based on regulatory theory, see Bizberg and Théret (2012).
27 See, for example, Fraga, Goldfajn and Minella (2003).
28 Similar reasoning can be found in Hall and Gingerich (2009).
29 This is referred to in the literature as the sacrifice ratio.
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I. Introduction
In the 1950s, Brazilian political scientists and economists identified “developmentalism” as a set of political ideas and economic strategies that drove Brazil’s rapid industrialization and underpinned the coalition of social classes identified with national development. Hélio Jaguaribe (1962, p. 208) stated in the early 1960s that “the core thesis of developmentalism is that the promotion of economic development and the consolidation of nationality stand as two correlated aspects of a single emancipatory process”. Through “national developmentalism”, which would become the established term for the country’s development strategy, Brazilian society was successfully overcoming the patrimonial state that characterized its politics until 1930. Other Latin American countries such as Mexico and Argentina and East Asian countries such as South Korea, Taiwan and Singapore grew by embracing a developmental strategy that was theoretically grounded in a combination of structuralist development theory and Keynesian macroeconomics. These countries combined state intervention with a dynamic private sector, modelling themselves on Japan. In the early 1980s, Chalmers Johnson (1982), in an attempt to understand its extraordinary economic development, called the Japanese state a “developmental state”.1 Yet, notwithstanding the extraordinary success of these countries, over the 30 neoliberal years of capitalism (1979–2008), developmentalism became a derogatory term synonymous with fiscal irresponsibility or populism. This rhetorical manoeuvre was a way of reaffirming the new neoliberal and neoclassical hegemony, but was not entirely groundless. Indeed, from the late 1970s, faced with the crisis brought about by the second energy shock, several Latin American countries refused to carry out the required macroeconomic adjustments and embraced populism in the name of Keynesianism, giving rise to a major foreign debt crisis in the 1980s that created the conditions for neoliberal hegemony in the region. In the 1990s, the liberal state and its neoliberal policies and reforms failed to make good on their promises, instead indulging in current account deficits and exchange-rate populism,2 and the outcome was sluggish growth, great financial instability and a marked increase in inequality. In the early 2000s, developmentalism resurfaced both as an existing historical phenomenon and as a theoretical framework and development strategy. In the former manifestation, it was associated with leftist governments that might be identified with “social developmentalism”, often sliding into fiscal populism; as regards the latter, economists and other social scientists, including the author of this paper, proposed a new theoretical approach to the problem that came to be called “new developmentalism” —an alternative to Latin America’s “classical developmentalism” or “structuralism”.3
New developmentalism is an attempt to refresh development economics. Its developmental macroeconomics is based on the tendency towards cyclical and chronic overvaluation of the exchange rate. It focuses on the five macroeconomic prices —the profit rate, the interest rate, the exchange rate, the wage rate and the inflation rate— that the market is unable to get right. Its political economy is based on the concepts of the developmental state and developmental capitalism.
Taking the countries that industrialized first (England and France) as benchmarks, the historical path they have followed may be summarized in a few stylized facts. In the late Middle Ages, absolute monarchies allied with the nascent bourgeoisie to overcome feudal lords and form the absolute and mercantilist state. The industrial revolution took place within the framework of this first developmentalism: mercantilism. A liberal state became dominant in the 1830s and lasted for 100 years. The New Deal emerged from the Great Depression and the golden age of capitalism from the Second World War. This was the second developmentalism, marked by moderate state intervention in the economy, an active macroeconomic policy, financial stability, fast growth, moderate reduction of inequality and a developmental and social class coalition: Fordism.4 This new phase was to last for about 30 years before once again giving way to economic liberalism, which lasted for a like period before entering a deep crisis with the global financial crisis of 2008.5
This paper will not cover each phase of the long-term process. Its purpose, rather, is to convey the logic of the developmental state within the framework of capitalism, the four historical forms that it adopted when it led the industrial and capitalist revolution, and the fifth developmental model that came after the Second World War. Its two institutions of economic and social coordination are the state and the market. While the market is devoid of will (albeit not of the interests of those operating in it), the state represents the law and, therefore, political will. It is through the state that collective action takes place and that nations regulate social life in pursuit of the political objectives that modern societies have set for themselves: security, liberty, well-being, social justice and protection of the environment. It is through the market that companies compete, prices are formed and resources are efficiently allocated across the various competitive sectors of the economy. It is through the market that the economy’s competitive sectors are coordinated, and it is through the state that the market is regulated, non-competitive industries are coordinated and active macroeconomic policy can operate to ensure macroeconomic balance and create the conditions for private sector investment and innovation, full employment and sustained economic development.
II. What is the developmental state?
The presence of the developmental state throughout the history of capitalist development is not the product of chance. The logic of the nation-state is that of economic development and competition. As Ernest Gellner (1996) put it, the nation-state is opposed to the classical, or pre-industrial, empire. The empire is the political-territorial unit that characterizes more developed ancient societies (those that Gellner refers to as “agro-literate societies”), whereas the nation-state is the political-territorial society of capitalism. The logic of nation-states is one of economic growth that the state, as an organization and as manifested in laws and policies, must foster. In regulating capitalist economies, the modern state assumes two basic forms, the developmental and the liberal, that are also the two forms of economic and political organization for capitalism, given that the state is the fundamental institution of modern societies. The liberal state limits itself to guaranteeing property rights and contracts, controlling the national currency and maintaining healthy public finances, leaving all other activities to the coordination of the market. Chalmers Johnson (1982 and 1999) defined the developmental state as a state that has economic development as a priority objective; intervenes in the economy not only by means of regulation, but also directly; has a small and highly skilled public bureaucracy to which actual powers are assigned, leaving the legislature and judiciary in the background; controls its foreign commercial and financial accounts and, therefore, the exchange rate; protects domestic manufacturing industry from end products; facilitates machinery imports; separates foreign technology, in which it has a strong interest, from foreign capital, in which it has no interest; creates state-owned financial institutions; adopts credit and fiscal incentives, but always on a temporary basis, subject to constant assessments; adopts a consolidated public investment budget; offers strong government support for science and technology; and eschews detailed laws, leaving room for firms to take the initiative, with discretionary guidance from the public bureaucracy. Peter Evans (1992) has drawn attention to two characteristics of the twentieth-century developmental state, namely bureaucratic capacity and embeddedness: the way the public bureaucracy is enmeshed in society and the business community. Johnson and Evans credit the public bureaucracy with a strategic role in the developmental state, which is reasonable, but industrial entrepreneurs also have a decisive part to play.
These are excellent definitions of the developmental state, but it seems legitimate to define it in a broader way. The state will be developmental if it: (i) views economic growth as its main objective; (ii) intervenes moderately in the market by planning the economy’s non-competitive sector and by adopting strategic industrial policies; (iii) operates an active macroeconomic policy by limiting budget and current account deficits and by getting “right” the five macroeconomic prices, particularly the exchange rate; and (iv) is politically supported by a developmental class coalition formed of entrepreneurs, workers, public bureaucrats and sectors from the old dominant class which holds political power and embraces a national development strategy, thereby standing in opposition to a conservative or liberal coalition made up of sectors of the pre-industrial dominant class, rentier capitalists and financiers.6
Following Evans (1992, p. 12), besides being developmental or liberal, the modern state may be “predatory” when it “lack[s] the ability to prevent individual incumbents from pursuing their own goals. Personal ties are the only source of cohesion, and individual maximization takes precedence over pursuit of collective goals”. Predatory states exist in pre-industrial countries that have not yet had their industrial and capitalist revolution. Their rulers claim to be developmental or liberal, as convenience dictates, but this means little or nothing. History shows that the state has played a key role in all industrialization episodes; in other words, that all episodes of industrial take-off or revolution have taken place within the framework of a developmental state, beginning with the British Industrial Revolution, which took place in a context of mercantilism —the first historical form of developmentalism. There are good reasons for this. The market is an excellent institution for coordinating competitive economic activity, but is powerless when it comes to non-competitive activities, and is a poor coordinator of macroeconomic prices, while the change from an agrarian to an industrial society necessarily involves a national development project.
One important issue is whether agrarian elites take part in developmental class coalitions. As Marcus Ianoni (2014, p. 99) noted, “in South Korea and Taiwan, the rural society converged with industrial progress, not seeking an independent political settlement”. The same can be said of the German agrarian elites that Bismarck successfully brought into his political settlement. In Brazil, it is usually argued that the agrarian elites have opposed the developmental state, both in the pre-industrial period and currently. Where agriculture is concerned, however, a crucial distinction exists between countries like Brazil, on the one hand, and most European and East Asian ones, on the other. In these, agriculture is essentially domestic market-oriented, while in Brazil coffee and sugar cane in the past, and these two plus soybeans and orange juice at the present day, are export commodities and causes of Dutch disease —the long-term appreciation of the domestic currency that hinders industrial activity because these commodities can be exported at an exchange rate far stronger than the one at which competent industrial companies would be competitive. Dutch disease was neutralized in Brazil during a period of rapid development by means of a disguised tax on exports that the coffee growers called “foreign-exchange confiscation” —a tax that led them to oppose industrialization. From the 1930s to the 1950s, however, support from the non-exporting agrarian oligarchy was crucial to the success of Getúlio Vargas’s national developmental pact.
The definition proposed here is not prescriptive, but rather a generalization of the behaviour of developmental states, particularly those in East Asia and Brazil at the time they industrialized. Assuming that the behaviour of developmental states has not been too different, let us consider South Korea and summarize the measure that enabled it to successfully catch up: high import tariffs, in the range of 30% to 40% in the 1970s and 20% to 30% in the 1980s; plenty of non-tariff barriers; large export subsidies; small fiscal deficits; a low debt-to-GDP ratio; a strongly regulated financial market; low, often negative, interest rates; strict control of the exchange rate; strict control of capital inflows and outflows; and average inflation of 17.4% in the 1960s and 19.8% in the 1970s.7
III. Models
When this broad view of the developmental and liberal states in their economic aspect is taken, a crucial fact emerges from the history of capitalist development: every industrial revolution —the decisive moment of the capitalist revolution in each country— has taken place under the leadership of a developmental state. England and France industrialized under mercantilism, which was the first developmentalism; Germany under Bismarckism; the United States under Hamiltonianism; Japan under the strong control of the Meiji state; Brazil and Mexico under national developmentalism.
To verify this, it is worth categorizing countries and developmental state models. Going by two criteria, namely the points in time when peoples gain autonomy, become a nation, form a nation-state and achieve the industrial revolution, and the position of the country in question at the centre or on the periphery of capitalism, it is possible to distinguish four developmental state models at the time of their industrial revolutions: (i) the original central developmental state model of the countries that industrialized in the eighteenth and early nineteenth centuries, such as England and France; (ii) the original latecomer central developmental state model of countries that were not colonies but achieved their industrial revolution belatedly, such as Germany and the United States; (iii) the peripheral independent developmental state model of countries that were colonies or quasi-colonies of developed countries, but achieved a high level of national autonomy, industrialized, caught up and became rich, such as Japan, Taiwan and South Korea, or became middle-income countries, like China, India, Malaysia and Thailand; and (iv) the peripheral national-dependent developmental state model of countries that did achieve the capitalist revolution but, after the deep foreign debt crisis of the 1980s, lost some of their national autonomy and started growing at a very slow pace, such as Brazil and Mexico. In addition to these four models of the developmental state according to the timing of the industrial revolution, there is a fifth model: (v) the welfare developmental state, after the Second World War. There are also pre-industrial countries that are trying to achieve the revolution right now and countries that are simply poor, but this article is not concerned with either of these.
1. The original central model
With the first four developmental state models, the countries involved achieved a reasonable degree of autonomy and embraced a growth strategy in which the state and the market played important roles. The original central model has been the subject of study by many scholars, from great economists such as Adam Smith and Karl Marx to historians like Fernand Braudel, Paul Bairoch and David Landes. It unfolded within the framework of a mercantilist developmental state rather than a liberal state. The liberal critique of mercantilism —taken both as a historic phase of capitalism and as economic theory— is therefore misguided. The mercantilist, or absolute, state is that in which the emergence of market economies —the industrial revolution— takes place through intervention in the market to foster national development. It rests on a coalition of classes formed by the monarch, his patrimonial nobility (whose revenues come from state coffers rather than land rent) and the large nascent bourgeoisie. Its overarching development strategy is to enlarge the domestic market by making the boundaries of the nation-state as wide as possible, the means to which include waging war upon neighbours in order to annex them. Notwithstanding the fact that it is creating a market economy, it does not hesitate to intervene in the economy and organize monopolies through which the partnership between the absolute monarch and the large bourgeoisie, which has paid taxes to fund the monarch’s wars, increasingly takes shape. As for Adam Smith’s radical criticism of mercantilist theory, it is quite understandable, not because he was “founding” economic theory (its founders were mercantilist economists), but because he was founding a new school of economics: the Classical school, whose members would include brilliant economists such as Malthus, Ricardo and Marx. It is, or should be, common knowledge, at least since Schumpeter’s monumental History of Economic Analysis (1954), that there were remarkable economists among the mercantilists.
2. The latecomer central model
The latecomer central model characterized countries such as Germany, Italy, Sweden and the United States. The classic study of this development model comes from Alexander Gerschenkron (1962), who analysed European countries that developed in the latter half of the nineteenth century and found in them a larger degree of state intervention. These countries had to face the industrial imperialism of England and France, which, as Friedrich List (1999) put it in 1846, attempted to “kick the ladder” from under Germany.8 In that country, the developmental state was called Bismarckian. The German industrial revolution, led by Otto von Bismarck (1815–1898), combined state intervention and investment banks and served as an example for other latecomer central countries. Hélio Jaguaribe, writing about Bismarckian development in 1962, noted that under it the domestic market was reserved to domestic industry and that the state played the role of an arbiter between conflicting forces.
Although the United States domestic market was also reserved to domestic manufacturers, the state’s decisive role is not as clear because the liberal ideology was so prevalent there that the state’s role in the country’s industrialization is systematically obscured. Its first Secretary of the Treasury, Alexander Hamilton, was not only one of the three great Federalist philosophers, but a developmental economist —indeed, the doyen of developmental economists. His classic “Report on Manufactures” (1791), on the need to protect American industry, launched a lasting and consistent policy of industrial promotion that only ended as late as 1939, when the United States finally lowered its customs tariffs, which had been very high until that point.9 According to Paul Bairoch (1993, pp. 40 and 51), the average import tariff in the nineteenth century and until the 1930s ranged from 35% to 48%, making the country, in the words of this remarkable economic historian, “a bastion of protectionism”. Ha-Joon Chang (2002a, pp. 24–32) provides additional data bearing this out. The present author’s interpretation of tariffs so much higher than those of the United Kingdom and France, where they were lowered more than 100 years previously, is a developmental strategy that neutralized the country’s Dutch disease.10 The United States’ extraordinary natural resources, including oil, resulted in long-term overvaluation of the exchange rate because these commodities could be profitably exported at a stronger exchange rate than manufactured goods. The tariffs, therefore, were not so much a “protectionist” system as a means to neutralize Dutch disease for the purposes of the domestic market.
3. The independent peripheral model
The third developmental state model, the independent peripheral model, has Japan as an exemplar. The Japanese were humiliated when they were forced to open up to trade with the West in 1854 under the threat of Commodore Perry’s cannons.11 The Meiji restoration of 1868 —the Japanese nationalist revolution that freed the country from the West’s tutelage— was followed by a strategy of copying Western technology and institutions. Rapid industrialization occurred in the following 40 years, under the direct control of the Japanese state.12 This was how technology was copied. The copying of institutions came from 1908 to 1910, with the decision to privatize companies in competitive industries. Thus, the former Samurai of the Tokugawa period, who took part in the Meiji Restoration in a military capacity, became first a middle class of bureaucrats and then, with privatization, businessmen. Privatization had no ideological import: the Japanese simply copied the Western institutional model, which, in the case of competitive companies, assigns the role of economic coordination to the market. Classic works on latecomer independent development include those by Alexandre Barbosa Lima (1973) and Chalmers Johnson (1982) on Japan, by Alice Amsden (1989) on South Korea and by Robert Wade (1990) on Taiwan. These books clearly show the impact of the state’s intervention —or industrial policy— on firms. What they lack, with the partial exception of Robert Wade’s, is an accurate analysis of the active macroeconomic policy these countries embraced. Each sought, first, to limit foreign borrowing and penetration of the domestic market by multinational companies and, second, to get macroeconomic prices right: the profit rate, the interest rate, the wage rate, the inflation rate and, above all, the exchange rate. In this effort, Asian policymakers had a major advantage over their Latin American counterparts: they did not export commodities and so did not have to neutralize Dutch disease. But neither were aware of the problem. Corden and Neary (1982) had already published their paper on Dutch disease, but it manifested itself as a problem only in boom times. Only after Bresser-Pereira’s (2008) paper did it become clear that Dutch disease could also derive from a structural variable, namely Ricardian rents, and that it could be successfully neutralized by an export tax on commodities.13
Concerning this third model of industrialization, China also illustrates the metaphor of flying geese originally proposed by Kaname Akamatsu (1962) for the way Asian countries copied the Japanese model in waves: first came South Korea, Taiwan and Singapore, then Malaysia and Indonesia, then China and Vietnam.14 China, having declined enormously under the West’s industrial imperialism since the mid-1800s, had its national and supposedly socialist revolution in 1949. The national revolution was completed by the industrial revolution, which was divided into two parts, the first from 1949 to 1978 under the leadership of Mao Zedong (1893–1976) and the second from 1989 to 2010 under Deng Xiaoping (1904–1997). Mao thought he was carrying out the first phase in the Chinese socialist revolution, when he was in fact carrying out the first phase of the capitalist revolution: with him at the helm, China asserted itself as a genuinely independent nation-state, educated its population and developed infrastructure and basic industry —activities that the state can typically conduct effectively and with reasonable efficiency. The second phase of the industrial revolution involved privatization and production diversification. As had happened in Japan, the competitive sector of the economy was privatized and left to the market while the state maintained political control, planned the non-competitive sector and executed an active macroeconomic policy to make sure that the five prices, and particularly the exchange rate, were correct. In this second phase, where the market takes on a strategic role, China experienced the most extraordinary economic development of all time, outstripping even Japan’s earlier example and achieving an average yearly growth rate of 10% for 30 years.
4. The national-dependent peripheral model
The fourth developmental state model, the national-dependent peripheral model, was not as successful. Countries in this group were developmental enough to achieve the industrial revolution, but unable to maintain rapid growth rates from 1980 onward. In Brazil, per capita income growth dropped from almost 4% a year during the industrial revolution (1930–1980) to 1.2% a year from 1981 to 2014. Much the same happened in Mexico. When analysing the two countries’ developmentalism in this period, Ben Ross Schneider (1999, p. 278) found it to have four basic characteristics: state-dependent profits and investment, a developmental discourse dominated by the need to industrialize and the role of the state in fostering industrialization, the exclusion of the majority of the population, and a highly institutionalized public sector bureaucracy.15 I would add a fifth characteristic to the foregoing: over-dependence on foreign borrowing, which ultimately financed consumption far more than investment and was the central cause of the crisis and demise of the developmental state —something that was definitely not a feature of East Asia’s independent peripheral model. This saved the East Asian countries from the deep financial crisis produced by the foreign debt crisis of the 1980s, which interrupted growth in the Latin American countries even as the East Asian countries continued to grow fast.
The main analysts of national-dependent development were Raúl Prebisch, Celso Furtado, Osvaldo Sunkel, Aníbal Pinto, Hélio Jaguaribe and Ignácio Rangel, whose fundamental contributions emerged in the 1950s and 1960s. Classic developmentalism argued that the market could not ensure correct microeconomic pricing in developing countries, particularly in the early industrialization phase, and proposed industrial policy as a remedy. Fifty years on, the new developmentalism reserves a secondary but strategic place for industrial policy and argues that in developing countries (and to a lesser extent rich countries too) the market is incapable, above all, of setting correct macroeconomic prices: (i) a low base interest rate around which the central bank conducts monetary policy, (ii) a balanced exchange rate that makes manufacturing companies using state-of-the-art technology competitive, (iii) wages that grow with productivity so that (iv) inflation is kept under control and, last but not least, (v) a satisfactory rate of profit for manufacturing firms, motivating them to invest. The very existence of central banks is, indeed, an admission of this incapability. To achieve this, besides defending balanced fiscal and external accounts, the country must adopt an active exchange-rate policy involving structural or long-term measures.16 Asian techno-bureaucrats did not have this theoretical framework to rely on, but had an impressive ability to pragmatically align measures to correct microeconomic prices through industrial policy with the maintenance of the right macroeconomic prices through active macroeconomic policy.
In the 2000s, the economic development literature formulated the concept of the “middle-income trap” to explain the loss of growth momentum in a whole set of countries that it dubbed middle-income, but whose range of per capita income levels in fact mixes two categories, pre-industrial and middle-income countries, the latter of which, in the opinion of the present author, have already carried out their industrial revolutions (Eichengreen, Park and Shin, 2014; Jankowska, Nagengast and Perea, 2012; Kharas and Kohli, 2011). What this literature found was the obvious: countries that grow at high rates (more than 4% a year, for example) for a relatively long period of time (such as five years) then experience a relatively large drop in growth rates (to below 2.5% a year, for example). Having identified those periods, which are common to radically different types of countries, the literature then attempts to use econometric studies to determine the cause of the slowdown and finds answers that are simply tautologies, such as “lack of industrial diversification” or “too high a growth rate”, or that are too generic, such as “insufficient investment in education”.
From 1980, indeed, growth rates plunged in countries with national-dependent developmental states, like Brazil and Mexico. But explaining this radical change requires new historical facts that the middle-income trap literature does not provide. Nor are they to be found in Schneider’s (1999) explanation, according to which the central difference between Latin American and East Asian countries was the less formal and less powerful bureaucracy of Latin America. This is not a new fact. Certainly a more professional bureaucracy with greater powers in the economic arena is to be preferred, but it is worth pointing out that Mexico’s and particularly Brazil’s public bureaucracies were strong enough to bring about industrialization before 1980, and there is no reason why they should have weakened thereafter. The two new historical facts that best explain the drop in Brazil’s and Mexico’s growth rates are the great foreign debt crisis of the 1980s and the West’s increased criticism of the developmental state since the adoption of neoliberalism as an ideology and its practical definition in the shape of the Washington Consensus. These two factors led to the abandonment of the developmental strategy near the end of that decade. The liberal state embraced neoliberal policies, ceased to neutralize Dutch disease (which afflicts the majority of these countries) and began growing slowly except during commodity boom periods such as the 2000s. Chile has been the exception, but it is worth mentioning that the country changed its economic policy after the crisis created by the neoliberal experience of 1981–1982, making it less liberal, and has consistently maintained a high rate of tax on copper, partially neutralizing its Dutch disease.17
IV. The developmental state after the industrial revolution
We therefore have four models for the developmental state at the time countries carry out their industrial revolutions: the original central, latecomer central, independent peripheral and national-dependent peripheral models. What about after the industrial revolution? At this stage, a country’s economy liberalizes. Britain and France were liberal from the 1830s to the 1920s, albeit theirs was not a radical economic liberalism. In the 30 golden years of capitalism after the Second World War, however, the fifth model of developmental state arose: the social welfare developmental state, involving a state that was both developmental and social democratic and a major class compromise, of which Przeworski (1985) produced the definitive study, allowing for a combination of growth and distribution.
However, an economic crisis in the 1970s paved the way for a contradictory economic liberalism, namely neoliberalism, a conservative ideology based on neoclassical economics and Austrian theory that endeavoured to carry out radical economic reforms that were supported by conservatives, even though their radical character made them incompatible with conservatism. The new state born out of this, the neoliberal state, was a radical attempt to go back to the liberal state of the nineteenth century. The attempt failed, however. First, it made no sense to return to an inferior model of the state. Second, capitalism had undergone extraordinary changes and become much more complex, so that it required more, not less, state coordination. Globalization retreated after the global financial crisis of 2008 and the collapse of neoliberalism and the state resumed a far greater role in rich countries, so that while their states may remain conservative, they are no longer neoliberal. However, this cannot be construed as a return to a developmental and social state like that in place after the Second World War. These countries are currently in a transition crisis where the conditions for strengthening the social state are not present. One cause of the advent of neoliberalism was the competition from developing countries that rich ones started to face as the former began exporting manufactured goods. This began in the 1970s and rose to new levels with the emergence of China in the 1990s. Now, together with the problem of migration to rich countries, competition from countries with access to cheap labour has been one of the root causes of the crisis of the social democratic state and the appearance of a nationalist far right in Europe.18
The market takes on a greater coordinating role once a country has become capitalist, but this is not to say that the state must cease to be developmental. As has just been seen, the golden years of capitalism were a second stage of developmentalism for the central original countries. Yet market coordination is more important in developed than in developing countries. The political explanation lies in rentiers’ and financiers’ clear preference for economic liberalism and the growing ideological hegemony of this social class in relation to productive entrepreneurs. The economic explanation lies in the increased economic diversity arising from economic development. As economic activities become more diversified relative to the level of diversity evinced by infrastructure and basic industry firms in the non-competitive sector, the market becomes more efficient than the state at coordinating the very numerous and diversified firms that then emerge. While it is relatively easy for the state to plan and coordinate infrastructure, and there is no prospect of the market doing it, the market is a more appropriate institution when it comes to coordinating diversified activities involving creativity and innovation. Therefore, it can be predicted that once a country’s industrial revolution is complete, market-based coordination will gain ground on coordination by the state. But this is not to say that the developmental state disappears, as liberal economists would have it. Instead, the state’s economic role changes. Now, the state’s essential role in the economic domain is to create the general conditions that make competent enterprises in the country able to compete and willing to invest, which means getting the five macroeconomic prices right (the profit rate, the interest rate, the exchange rate, the wage rate and the inflation rate) —something the market certainly does not achieve, as can be seen from the recurring price and financial instability that characterizes unregulated markets— and planning and partially investing in infrastructure and basic industry, adopting a strategic industrial policy, fostering scientific and technological development, promoting reduction of economic inequality, defending the environment, which is a public asset, and of course guaranteeing property rights and contracts. Once the industrial revolution is complete, therefore, the state over time retreats fully from competitive industries and partially from non-competitive ones (which means limiting public investment to around one fifth of total investment), because the market is better equipped to coordinate competitive activities. If it is a developmental state, though, it will continue to coordinate the monopolistic sector of the economy and conduct an active macroeconomic policy.19
The main problem facing developmental and liberal states alike is the political and economic competence of their rulers. Successful developmental states have always relied on republican-minded nationalist politicians and pragmatic economists who knew that their core job was to ensure economic stability and develop policies that contributed to their country’s industrialization or productive sophistication. Such competent politicians and economists are not always to be found. Politicians often give in to the temptation of raising people’s incomes without the required increase in production and indulging in economic populism, be it exchange-rate populism, whereby the country runs up large current account deficits, or fiscal populism, whereby the state runs up large public deficits. In either case, the result is increased consumption and indebtedness, whether domestic, foreign or both. It must not be imagined, though, that the liberal state avoids these problems. Exchange-rate populism is a more common practice in this model of state than in developmental states. The liberal politicians and economists who govern developing countries believe in the thesis, very dear to rich countries, that current account deficits are foreign savings which, added to domestic ones, increase the country’s investment rate. They do not know or care that there is a high rate of substitution of foreign for domestic savings in developing countries, where the marginal propensity to consume is high. More broadly, and against all evidence, they believe that the market correctly sets the foreign exchange rate, so that the government should not intervene in it. In developmental states, on the other hand, even if there was until recently no theory legitimizing exchange-rate policy, pragmatic exchange-rate management policies are commonly adopted because developmental economists know that strategies based on industrialization depend on the foreign exchange rate.20
V. Concluding remarks
In conclusion, economic development is a historical process of productivity and wage increases arising from the use of increasingly skilled or sophisticated labour in activities with greater value added per capita. It is the result of a coalition of classes that brings politicians and public bureaucrats into partnership with the businessmen responsible for investment and innovation. Within this framework, the developmental state has historically been and must continue to be the central development-oriented institution because it is the state that guarantees and regulates another equally fundamental institution: the market, a merely economic institution. The scope of the state is far greater. It is the instrument par excellence for the nation to attain the five major political objectives of modern societies: security, liberty, economic well-being, social justice and protection of the environment, objectives that must constantly be the subject of compromises or the principle of reasonability in the light of perceived or real short-run conflicts with each other. Economic development is necessarily the outcome of a national development strategy arising when a strong nation shows the ability to build an equally strong or capable developmental state. Nations only form and remain alive and strong when they are the product of a constantly renewed national agreement. If the social contract that binds them together is not sufficiently sound, if the social classes that form it do not maintain basic ties of solidarity when it comes to competing internationally, they will not stand as true nations, the country will be far more vulnerable to hegemonic Western thinking and the nation will lose strength, as Latin American countries did after the great crisis of the 1980s.
The developmental state, which lies between the liberal state and statism, is a superior form of capitalist economic and political organization. It is a means whereby state and market coordination can be sensibly or pragmatically combined in capitalist economies. Several models of the developmental state have existed over the course of history, depending on whether its development was original or latecomer, central or peripheral, first- or second-wave. Every industrial revolution has taken place within the framework of developmental states, when a group of nationalist politicians have successfully formed a nation-state and industrialized. This phase is always dominated by the state, which manages to regulate a broad and comprehensive market, whereupon activities in the competitive sector of the economy, which are now more diverse and involve more creativity and innovation, can be advantageously coordinated by this market. But the state needs to and usually does remain developmental, because it is responsible for coordinating the non-competitive sector of infrastructure and basic industry, implementing an active macroeconomic policy (including an exchange-rate policy), reducing economic inequality and protecting the environment —a set of activities that the market cannot accomplish.
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Abstract
Venture capital (VC) contributes to the financing of high-growth companies. In Latin America and the Caribbean, this capital is lower than in China and India as well as the developed economies. Nonetheless, between 2005 and 2011, regional VC investments grew by 30% per year. Venture capital investments in Latin America and the Caribbean tend to be larger, focus less on high-technology industries and are more likely to be funded from abroad than those in benchmark regions. Transactions in Latin America and the Caribbean are made by less experienced investors and in fewer rounds than in comparator countries. Venture capital growth has been quite procyclical. The evidence shows that VC investments are in the early stages of development, with apparently more money than high-technology ideas.
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I. Introduction
According to Rajan (2012), the fundamental tension in corporate finance is caused by the interplay of two forces. Firstly, an entrepreneur has to produce innovative and differentiated assets that create new value, otherwise the enterprise would be unlikely to take market share. Secondly, the entrepreneur has to be able to credibly promise a fraction of the value created by these new assets to an outside investor, in order to obtain external finance. The problem arises because the more differentiated and the less known the asset, the harder it is to credibly pledge income from the project to a third party who finances it but does not control it. This creates constraints for new types of technology, because projects that are potentially profitable may not receive funding because of this credibility problem (also known as pledgeability concerns).
Fortunately, this major constraint on new, innovative businesses can be mitigated by using a form of financing that departs from arm’s length transactions, adopting instead an active monitoring role and conditional control rights, which improves the pledgeability of the project and thus its chances of obtaining funding. The type of financing in question is venture capital (VC), which has enjoyed spectacular growth in recent decades, and has been especially important for the financing of highly innovative start-ups in the United States.
Venture capital has also been taking off in Latin America, albeit on a much smaller scale. Nonetheless, while a few studies have touched on specific features of this process, there is currently no academic work examining the basic stylized facts of recent VC development in the region. This is an inconvenient gap because Latin American governments are increasingly looking to foster the entrepreneurial ecosystem; and international development institutions are actively participating as partners in this process. For example, the International Finance Corporation (IFC), part of the World Bank Group, and the Multilateral Investment Fund (MIF), which is the investment arm of the Inter-American Development Bank (IDB), have acted as limited partners in private equity financing in the region, with a significant focus on VC.2
This article provides a quantitative overview of VC investments in Latin American firms. Wherever possible, it provides a comparative perspective showing how the various characteristics of Latin American VC investments differ from those in other regions of the world.
It is worth starting this process by noting the main limitations of the exercise, the most important of which stems from imperfect data availability, since VC investments do not target publicly traded corporations. Nonetheless, VC financing could play a pivotal role in the development of the private sector in Latin America, so it is worth exploring the patterns that emerge from the available data, even if they are imperfect.3 A second limitation arises from the exploratory nature of this study, which aims to provide an overview of VC in the region. The study will make gross simplifications that mean ignoring many country-level specifics that are potentially relevant. Lastly, a third limitation stems from the previous two. It is tempting to read comparative data across countries as if they were rankings of national soccer teams, where even small differences between neighbouring countries can become sources of national pride or shame. However, readers should resist this temptation in this instance because data for the region are incomplete and volatile, so it is difficult to identify statistical noise and second-order differences.
As noted above, the aim of this study is to add to the sparse literature that exists on VC financing in Latin America, focusing more on broad quantitative patterns than on either the relevant qualitative aspects or a single economic mechanism. While there is limited literature on the topic, this study is not the first to examine VC in Latin America. For example, Bruton, Ahlstrom and Puky (2009) use expert interviews and qualitative analysis to compare VC practices in Asian and Latin American countries. The present study takes a more quantitative approach, examining the amounts and types of investment. In that regard, it is closer to Khoury, Junkunc and Mingo (2012), who drew on data from Thomson Reuters for the period 1995–2004 on VC investments in Latin America. Those authors show that the average size of investment per round in the region tends to be larger in countries that have weaker institutions. They argue that when venture capitalists face institutional uncertainty they tend to avoid early-stage investments, which require more intensive staging and multiple investment rounds, preferring projects that are at a later stage of development.4 The approach taken by this paper differs not only in terms of the time horizon —extended to 2011— but also because it explicitly compares VC investments in Latin America with those in other regions of the world, to identify what is different and distinctive in Latin America. This study seeks to reveal broad patterns, rather than focusing on a single mechanism. Along similar lines, Jiménez (2008) was also interested in VC patterns and policy, but his analysis only encompasses aggregate data for Brazil and Chile. This paper uses two sources or microdata, namely the new Latin American Venture Capital Association (LAVCA) database, with data covering the period from 2008 to 2011 and Thomson ONE, with data from 2000 to 2012. Wherever possible, two data sources are used explore whether a particular stylized fact is robust to data-collection differences.5 Overall, this study complements the recent review of alternative investments in emerging markets made in Cumming and Zhang (2016), by comparing Latin America with other regions.
The main findings of the study are that, in keeping with other sources, it confirms that VC financing in Latin America is clearly orders of magnitude below that of developed economies; but more importantly, the VC-to-GDP ratio in the region is also well below those of the regions that are home to China and India, despite the lower per-capita income levels of those regions.
Nonetheless, despite starting from a low base, since 2005, VC investments in Latin American companies have been growing by an average of more than 30% per year, with around one quarter of all such deals being made by foreign VC investors.
The study establishes a number of stylized facts about VC investments in the region. Firstly, VC investments in Latin America tend to be in less high-technology ventures than in other regions of similar income level. Secondly, the average project size is larger than in these comparator regions, although the size difference is mostly explained by the fact that non-high-technology projects are larger. Thirdly, venture capitalists from outside the region invest significantly larger amounts in Latin American firms than those from the region. Fourthly, VC firms that invest in Latin America have significantly less experience than those investing in other world regions, with the sole exception of Sub-Saharan Africa. Fifthly, VC investments are heavily dependent on the business cycle in the host country. This procyclicality is three times stronger for VC than for macroeconomic investment in the region, and six times stronger than the procyclicality displayed by VC outside of Latin America. Taking these facts together, the evidence points to an underdeveloped VC ecosystem that is in its early stages.
Lastly, the study explores which variables explain the differences in levels of VC development among countries, measured as the VC-to-GDP ratio. The results show that the factors driving the demand for VC, such as patents and scientific articles, explain a significant part of the VC-to-GDP ratio. The size of the market is also important. In contrast, the study did not find a significant link between VC development and the factors associated with the supply of funding, measured by stock market capitalization as a percentage of GDP. Large countries with high levels of patenting activity tend to have more developed VC markets. This is relevant for discussions on Latin American innovation and integration.
II. Sources of data on venture capital investments in Latin America
Historically, VC data collection is still in its infancy in less developed economies, as was the case with GDP measures was in the early 1900s, or as empirical studies of corporate finance of publicly traded companies used to be before standardized data were available. Unlike data on GDP and public enterprises, the availability and reliability of VC data is unlikely to improve very fast since the vast majority of transactions take place between private parties that have no legal obligation to report to a centralized clearing house. There is therefore no point in waiting to explore the available data. It would also be a mistake to take every single aggregate figure at face value, partly because data collection is still in its infancy, but also because classification criteria are not yet standardized across reporting sources. For example, an injection of US$ 500,000 into a website in Colombia that claims to be the new e-Bay is probably an early-stage VC investment, but what about a relatively new family firm with a successful business model that wishes to expand? This would normally be classified as non-VC private equity; but it could be an example of VC financing, depending on the circumstances. One criterion is the age of the firm, another is the type of contract used and the novelty of the technology, as well as the size of the investment. Since many figures are self-reported, the organizations that collect the data also consider the orientation of the reporting fund. The annex to this article discusses the criteria in question, noting that databases may have different classifications, but those differences are hard to pin down.
In short, this article will describe broad trends and will identify the differences between and potential biases of the two data sources.
1. Comparing the two sources: similarities and differences
The two main data sources are, firstly the updated dataset produced by LAVCA, covering the period 2008–2011; and, secondly, transaction-level information from the Thomson ONE Private Equity Module (formerly VentureXpert). The sample is drawn from the period 2000–2012, but emphasis is placed on the trends displayed in 2005–2012. The annex provides details on both samples.6
It is important to clarify that the two databases obtain their information from different reporting sources and might not be measuring exactly the same phenomenon.7 Thomson ONE information is sourced through direct submissions by global private equity and VC firms, and banking and legal contributors. Although it is not explicitly stated, the manner in which the data are reported would tend to give undue weight to large investments and those involving foreign firms. In contrast, LAVCA data comes from surveying VC firms in Latin America under a confidentiality agreement. This makes the LAVCA data a better resource when considering smaller domestic investors or investors that syndicate less with foreign VC firms, as well as for firms that prefer confidentiality clauses when reporting their transactions. One big advantage of Thomson ONE is that it is possible to observe many more covariates, such as the age of the firms, type of technology, country of origin of the firm and the track record of previous investments for a particular the country in which the VC firm is located. LAVCA data indicate the technology involved and transaction value, but only for the most recent years in the sample. Most importantly, Thomson ONE data allow Latin America and the Caribbean to be compared with other regions. In general, in this study, LAVCA data will be used only to supplement more complex analysis. Nonetheless, it is reassuring to note that the aggregate figures display a high correlation between the two datasets. Using overlapping country-year combinations from the two sources, figure 1 displays the logarithm of the sum of VC investment for Thomson ONE (horizontal scale) and for LAVCA (vertical scale). While there are differences, the results are reasonably close to the 45-degree line.
Figure 1
Latin America (10 countries):a venture capital investments, 2008–2011
(Sum of investments (log scale))
Source: Prepared by the authors, on the basis of data from Latin America Private Equity and Venture Capital Association (LAVCA) and Thomson ONE.
Note: Best fit log of investment in LAVCA = 3.25 + 0.48*log of investment in Thomson ONE.
a Argentina, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Honduras, Mexico, Peru and Uruguay.
III. Venture capital in Latin America and the Caribbean
This section reviews VC levels and growth in Latin America and the Caribbean from a comparative standpoint. Figure 2 shows how VC investments in the region have evolved since 2000, and it compares this with other regions of the world, based on Thomson ONE data. As expected, the leader in terms of funding is clearly the United States —almost two orders of magnitude ahead of Latin America and the Caribbean— followed by other high-income economies.
Figure 2
World: total venture capital investments, 2000–October 2011
(Millions of dollars)
Source: Prepared by the authors, on the basis of data from Thomson ONE.
The region of Latin America and the Caribbean is still currently close to regaining the volumes recorded at the time of the dotcom crash in 2000, with a trend that resembled an inverted-U with a trough around 2005.
Figure 2 clearly shows that VC flows to firms in the region are relatively more volatile, which is partly explained by the fact that a few large transactions in a given year can drastically change investment totals even though VC development is at relatively low levels. The figure also shows that investment is less volatile in those regions where venture capitalism is more developed, as, proportionally, more transactions take place in those regions, which makes the measurement more stable.
Overall, each year in the period 2000–2011, Latin America received between US$ 100 million and US$ 1 billion in VC financing, with VC investments growing particularly fast since 2005.
Table 1 displays the trend VC growth rates in various regions between 2005 and 2011 (calculated using log-linear regression). The most salient aspect of the data for the purposes of this study is that Latin America and Caribbean is clearly among the regions where VC investments are growing fastest, together with Sub-Saharan Africa. In Latin America and the Caribbean, the value of VC investments grew at a rate of 31.2% per year, which is well above the 9.7% of East Asia and the Pacific (including China) and the 7.6% per annum of South Asia, including India. During this period, developed regions were essentially flat, as measured by the log-linear trend (0.5% annual growth in industrialized countries excluding the United States, and a 0.1% decrease in that country).
Additional analysis suggest this rapid growth in Latin America could be a real phenomenon rather than an artefact of measurement, as even though the databases use different recording systems, this rapid growth in Latin America and the Caribbean is qualitatively mirrored by LAVCA data on VC transactions between 2008 and 2011, which showed 53% annualized growth (part of the difference can be explained by the fact that the starting point for the data is 2008, not 2005).
Table 1
World: annual growth rates of venture capital, 2005–2011
(Percentages)
Region | Volume reported | Overall No. of financing rounds | No. of rounds reporting value invested | Reporting rate | |||
(A) | (B) | (C) | (D) = (C) - (B) | ||||
Sub-Saharan Africa | 39.40 | -3.80 | -3.20 | 0.60 | |||
Latin America and the Caribbean | 31.20 | 11.70 | 8.40 | -3.30 | |||
East Asia and the Pacific | 9.70 | 14.20 | 8.80 | -5.50 | |||
Eastern Europe and Central Asia | 9.70 | -2.20 | -1.20 | 1.00 | |||
South Asia | 7.60 | 15.50 | 13.00 | -2.50 | |||
High-income countriesa | 0.40 | -7.90 | -6.30 | 1.70 | |||
United States | -0.10 | 0.40 | -0.60 | -1.00 | |||
Middle East and North Africa | -64.70 | -0.50 | -26.00 | -25.50 | |||
Alternative data for Latin America and the Caribbeanb | 53.50 | 22.40 | 17.60 | -4.80 |
Source: Prepared by the authors, on the basis of data from Latin America Private Equity and Venture Capital Association (LAVCA) and Thomson ONE.
a Excluding the United States of America.
b Data taken from Latin America Private Equity and Venture Capital Association (LAVCA) covers the period 2008–2011.
A potential concern is that the rate of reporting is changing over time; and the remarkable growth in the region in recent years is a spurious result. But this seems less of a concern because table 1 shows that the rate of reporting has actually dropped slightly in the region, by 3% per year. This suggests that the growth in VC investment volumes is occurring despite less, rather than because of increased reporting. The LAVCA data reveals a similar situation in the final row of the table. Lastly, the number of financing rounds reported in the region increased by 11.7% per year according to Thomson ONE data, placing it in the top three regions. In the case of LAVCA data, the number of deals increased by 22% per year. In short, the two databases present the same qualitative picture of rapid growth in VC investments in Latin America and the Caribbean in the last few years. However, as noted above part of this large growth reflects the very low starting level.
To explain potential changes in the composition of these VC investments in Latin America and the Caribbean, figure 3 describes the evolution of certain characteristics of transactions in the regional portfolio reported by Thomson ONE.8 The transactions are disaggregated by syndicated investments, those which involve more than one VC firm; investments in high-technology industries; and domestic private equity investors. It should be borne in mind that transactions may combine different characteristics.
The picture does not suggest a major compositional change during the years of rapid VC investment growth in Latin America and the Caribbean, although the share of high-technology transactions declined following the commodity price boom in 2004–2005. Investments in high-technology firms accounted for around 60% of total VC financing before that boom and later dropped to a mean fluctuating around 40%. Apart from that, however, figure 3 shows no other obvious trends. The share of syndicated transactions was in the neighbourhood of 10% to 20% over the period, while the domestic private equity accounted for between 50% and 70% of transactions.9
Figure 3
Latin America and the Caribbean: venture capital transactions by specific characteristics, 2000–2011
(Share of total venture capital investments)
Source: Prepared by the authors.
In order to compare venture capitalism in Latin America with the rest of the world, figure 4 explores the development of VC financing in different countries by calculating VC investments in each country as a percentage of domestic GDP and then plotting that figure against national per capita GDP, measured in purchasing power parity (PPP) terms. This makes it possible to compare some Latin American economies to other countries, controlling for their level of development and also the size of their economy. The vertical axes of the graphs are measured both in percentage terms and as a log scale, because otherwise it would be impossible to distinguish anything given the very large differences, even when presented as percentages of GDP.
Figure 4
World (selected countries): venture capital relative to domestic GDP, by per capita income on the basis of purchasing power parity dollars
(Percentages and log scale)
Source: Prepared by the authors, on the basis of J. Lerner, “Presentation of venture capital trends”, paper presented at the Venture Capital in Latin American Policy Meeting, Inter-American Development Bank (IDB)/Multilateral Investment Fund, 17 May 2012, and data from Thomson ONE and World Bank, World Development Indicators [online database] https://datacatalog.worldbank.org/dataset/world-development-indicators.
As expected, Latin American countries are behind global leaders such as the United States and Israel. Nonetheless, a striking but less obvious fact is that the average VC investment-to-GDP ratio for China and India is 0.04%, but the average for the Latin American countries in the sample is just one tenth of this (0.004%), even though the average per capita income of the Latin American countries is twice that of China and India (see figure 4.A). This qualitative result does not change significantly if weighted by the size of the countries in each group (in other words, if the Latin American countries in the sample are considered as a single entity). Most Latin American countries in this plot seem closer to some Eastern European economies, or even to more developed economies with lower relative VC penetration such as Italy, Spain or Japan. Although the relative positions of Latin American countries change in figure 4.B, which uses Thomson ONE data, the overall picture of the region and the comparison with China and India are strikingly similar.
China and India tend to invest more than other countries generally, not just in VC investments. For same years shown in figure 4, gross fixed capital formation was around 21% of GDP for the Latin American economies in the sample. The investment rate in China was twice that, close to 45% of GDP; while the rate in India was somewhere in between, around 33% of GDP. That means that there is a difference in investment generally; but the tenfold difference in the VC-to-GDP ratio found by this study is only partially explained by this general investment trend. There is at least a fivefold “residual” lag in the Latin American VC-to-GDP ratio even after this correction.
When comparing research and development (R&D) investments in the same years as used for figure 4, the weighted average in Latin America is not far behind India’s, at around 0.8% of GDP.10 In contrast, the rate of R&D investment in China is twice as high as these figures, in the neighbourhood of 1.7% of GDP. Nonetheless, these differences in R&D investment intensity do not fully explain the tenfold difference in VC investment between Latin America and China and India revealed by figures 4.A and 4.B. In short, the lag of Latin American venture capitalism vis-à-vis the large emerging Asian economies seems greater than expected, at least when considering macroeconomic investment rates or R&D intensities.
It is worth noting that the goal of an economy is not to maximize venture capitalism; and, in fact many developed economies do not have high levels of VC financing. Having said that, an open question for the rest of this article would be whether levels of VC investment are low because there are few projects demanding VC financing (little “deal flow”, maybe because of the type of innovation or industry in which the country in question has advantages) or because of the level of financial development. This point will be considered below in section V.
IV. Comparative stylized facts on venture capitalism in Latin America and the Caribbean
This section outlines various characteristics of VC investments in Latin America and the Caribbean, in comparison to those of other regions, especially the large Asian economies such as China and India.
1. High-technology sectors account for a lower share of Latin American venture capital investments
Figure 5 shows that VC investment rates in Latin America have been 5 percentage points lower than in other non-industrialized regions over the last decade. This trend can also be seen in specifications (4) and (5) of table 2, which show that the share of projects in high-technology sectors is smaller in Latin America and the Caribbean than in high-income and East Asian and Pacific countries (chiefly China). To check that the high-technology share does not reflect reporting bias, table 2 considers those transactions which report investment in (4), as well as those that do not in (5). The aforementioned differences in regional averages are qualitatively unaffected by the type of measurement, which suggests that that the high-technology sector’s low share of investment in Latin America and the Caribbean is unlikely to stem from a bias in the value of reported transactions. Overall, roughly half of early-stage investments in the region are in high technology firms, compared to 75% in East Asia (a figure that is almost the same as that of developed nations) and 60% in South Asia. Only high-technology firms in the region of Eastern Europe and Central Asia (mostly composed of countries of the former Soviet Union) receive as little investment as those in Latin America, while those in Sub-Saharan Africa are at the very bottom of the ranking, with around 10%.
Overall, the wealthier the country, the greater VC investments tend to be. This appears both in a worldwide cross-country correlation (not shown) and also within Latin American economies (see figure 6).
Figure 5
Latin America and selected non-industrialized countries: the high-technology sector’s share of venture capital transactions, 2000–2012
(Decimal fractions, 0–1)
Source: Prepared by the authors.
Figure 6
Latin America (10 countries):a the high-technology sector’s share of venture capital transactions, by per capita GDP
(At 2011 purchasing power parity (PPP), in logs)
Source: Prepared by the authors, on the basis of data from Thomson ONE.
Note: Each log point of per capita GDP is associated with a 14 percentage point increase in the share of the high-technology sector.
a Argentina, Brazil, Chile, Colombia,Costa Rica, Ecuador, Mexico, Peru, Plurinational State of Bolivia and Uruguay.
2. Venture capital investments in Latin America are larger on average than in comparable regions, but mostly go to non-high-technology firms
Table 2 reports the average investment amounts by region. Column (1) shows that early-stage VC investments are larger in Latin America and the Caribbean than in developed and many other non-high-income regions, except for East Asia and the Pacific, which is mostly dominated by transactions in China. To understand the reasons for this, transactions are classified according to whether or not they are in the high-technology sector (2 and 3). The analysis reveals that the bulk of the difference for Latin America is caused by very large investments in non-technology sectors, which pushes up the average investment amount. This trend contrasts with the pattern in East Asia and the Pacific (chiefly China), where investment sizes are larger in both the high-technology and the other categories.
Table 2
World: regressions of venture capital investment size and share of high-technology firms on regional dummiesa
Region | Left-hand side: log of investment | Left-hand side: share of high-technology firms | ||||
All | If non-high-technology | High-technology | If reporting investment (US dollars) | All | ||
(1) | (2) | (3) | (4) | (5) | ||
East Asia and the Pacific | 1.288*** | 1.606*** | 1.172*** |
| 0.733*** | 0.726*** |
(0.02) | (0.08) | (0.02) |
| (0.01) | (0.00) | |
Eastern Europe and Central Asia | 0.203 | 0.701 | -0.295 |
| 0.500** | 0.536*** |
(0.35) | (0.66) | (0.25) |
| (0.22) | (0.14) | |
Industrialized countries | -0.579* | -0.733** | -0.522* |
| 0.728*** | 0.727*** |
(0.30) | (0.31) | (0.31) |
| (0.03) | (0.02) | |
Latin America and the Caribbean | 1.373*** | 2.655*** | 0.0912 |
| 0.500*** | 0.483*** |
(0.22) | (0.58) | (0.28) |
| (0.13) | (0.10) | |
South Asia | 0.682*** | 1.079*** | 0.418*** |
| 0.600*** | 0.634*** |
(0.03) | (0.04) | 0.00 |
| (0.02) | (0.01) | |
Sub-Saharan Africa | -0.456 | -0.478 | -0.247 |
| 0.0952** | 0.0800** |
(0.41) | (0.39) | (1.69) |
| (0.04) | (0.04) | |
No. of observations | 1 818 | 520 | 1 298 |
| 1 818 | 2 748 |
R-squared | 0.105 | 0.155 | 0.09 |
| 0.722 | 0.721 |
Source: Prepared by the authors, on the basis of data from Thomson ONE.
Note: Robust standard errors clustered by country are given in parentheses. Asterisks indicate the statistical significance of the coefficient: *** p-value <0.01, ** p-value <0.05, * p-value <0.1.
a The Middle East and Africa is excluded because Thomson ONE data only cover seed and early-stage investments for that region. No group is omitted from the regression.
3. In Latin America and the Caribbean, foreign venture capitalists invest larger amounts per round than domestic ones
Figure 7 displays the distribution of transaction size by round and according to the nationality of the VC firm investing in the deal. On average foreign firms invest larger amounts. Figure 7.A shows that this is the case for seed and early-stage investments, while figure 7.B confirms that it is also the case with expansion and later-stage projects. These results, obtained using post-2005 data, are consistent with the previous findings of Khoury, Junkunc and Mingo (2012), who used pre-2004 data.
One potential concern is that the manner in which Thomson ONE data are collected could make it more likely that smaller transactions by foreign firms (many of which are based in the United States) are recorded. This potential bias, however, works contrary to the finding in figure 7, making the case for an even higher average level of investment by foreign firms. Another potential concern with the aforementioned stylized fact is that in Latin America the share of investments made by foreign VC firms could be larger, for example, because of a favourable time-zone relative to the United States or for some other reason. Table 3 considers the share of investments made by domestic venture capitalists (in other words, the complement of foreign VC firms). Investment in Latin America does not appear to be particularly skewed towards foreign firms. Foreign VC firms account for a similar share of investment in the region of East Asia and the Pacific (which includes China) as in Latin America and the Caribbean. Investment in the region of South Asia, which includes India, is split roughly 50–50 between domestic and foreign venture capitalists. This is almost twice the share of foreign VC investment than East Asia and the Pacific or Latin America and the Caribbean.
Figure 7
Latin America and the Caribbean: investment rounds, by domestic or foreign venture capital investors, 2005–October 2012
(US dollars, in log10)
Source: Prepared by the authors, on the basis of data from Thomson ONE.
Note: The plots use company-round-firm observations to avoid overweighting syndicated deals. The t-tests of means confirm that VC investments by foreign venture capitalists are larger.
4. Venture capitalists investing in Latin America have less experience than those in comparable regions
Venture capital has been described as an industry in which there is much to learn from experience and specialization.11 Unfortunately, VC firms investing in Latin America seem to have less experience. Table 3 shows that the average VC firm investing in Latin America is 12 years old, in sharp contrast to all other regions, where, on average, firms have between 18 and 20 years of experience. The only exception is Sub-Saharan Africa, where VC firms are even younger. To some extent, Latin American VC firms suffer from a problem similar to that noted by Hsieh and Klenow (2014), who show that most United States manufacturing jobs are created by firms with longer histories and probably more organizational capital than companies in Mexico.
It is important to note the magnitude. The VC firms investing in industrialized countries are in fact those with the greatest experience (around 21 years). Columns (3) and (4) show that firms investing in East Asia and the Pacific (which includes China) and in South Asia (including India) only have two or three years less experience than those in industrialized countries. In contrast, Latin American investments are made by firms that, on average, have half the experience of their counterparts in industrialized countries. Column (4) also explores whether the results depend on the share of investments made by domestic VC firms, using a dummy variable that considers the fact that domestic VC firms may have less experience. On average, a domestic VC firm has four years less experience. Nonetheless, the fact that Latin America lags behind other regions —except Sub-Saharan Africa— is robust to this additional control variable.
Table 3
World: regressions explaining the regional effects of the share of domestic venture capital investors and age of the firm, 2005–October 2012
Region | Left-hand side: binary 1 if VC is domestic | Left-hand side: age of VC firm (years) | |||
Reported investment (US dollars) | All | Reported investment (US dollars) | All | ||
(1) | (2) | (3) | (4) | ||
East Asia and the Pacific | 0.730*** | 0.699*** |
| 18.14*** | 17.65*** |
(0.01) | (0.01) |
| (0.27) | (1.33) | |
Eastern Europe and Central Asia | 0.563*** | 0.500*** |
| 18.47*** | 18.01*** |
(0.05) | (0.05) |
| (3.98) | (2.32) | |
Industrialized countries | 0.847*** | 0.864*** |
| 20.56*** | 21.81*** |
(0.03) | (0.02) |
| (1.45) | (1.07) | |
Latin America and the Caribbean | 0.778*** | 0.760*** |
| 12.95*** | 11.96*** |
(0.22) | (0.17) |
| (4.42) | (2.14) | |
South Asia | 0.535*** | 0.547*** |
| 20.54*** | 21.74*** |
(0.02) | (0.01) |
| (0.33) | (1.03) | |
Sub-Saharan Africa | 0.619*** | 0.560*** |
| 7.840*** | 12.35*** |
(0.17) | (0.15) |
| (2.93) | (3.07) | |
1{Domestic VC} |
|
|
|
| -4.84*** |
|
|
|
| (1.71) | |
No. of observations | 1 562 | 2 424 |
| 1 810 | 2 415 |
R-squared | 0.828 | 0.842 |
| 0.566 | 0.498 |
Source: Prepared by the authors, on the basis of data from Thomson ONE.
Note: The benchmark is Middle East (no intercept). The dummy variable 1{Domestic VC} takes the value one for domestic VC and zero otherwise. Subsample only includes seed and early-stage projects from Thomson ONE. Robust standard errors clustered by country are given in parentheses. Asterisks indicate the statistical significance of the coefficient: *** p-value <0.01, ** p-value <0.05, * p-value <0.1.
5. Venture capital investments in Latin America and the Caribbean are highly procyclical
In most countries around the world, investment tends to be procyclical with respect to the business cycle. This subsection explores the differential characteristics of venture capital investments.
Table 4 reports estimates of the procyclicality of VC investments at the country level, over the period 2000–2011. The estimations are made using an unbalanced panel data regression, with country fixed effects, where the percentage change in VC investments is explained by GDP growth and a linear trend. The coefficient on GDP growth, referred to as the cyclicality coefficient, is used in fiscal literature to determine whether these types of investment are procyclical with respect to overall economic activity (a positive coefficient) or countercyclical (a negative coefficient). Column (1) shows that for Latin American countries, post-2000 VC investments seem highly procyclical, with a coefficient of 19. This means that, on average, when the economy as a whole grows 1% faster than average, the VC dollars invested in the country grow by 19% more than average.
Table 4
Procyclicality regressions: changes in investment relative to changes in per capita GDP
Variables | Latin America and the Caribbeana | All other regions of the worldb | |||||
∆% VC $ | ∆% VC N | ∆% GFCF | ∆% VC $ | ∆% VC N | ∆% GFCF | ||
(1) | (2) | (3) | (4) | (5) | (6) | ||
Cyclicality (∆ % GDP)
| 19.02** | 9.636* | 6.131*** |
| 3.213 | 3.408** | 4.35*** |
(6.15) | (4.52) | (0.51) |
| (3.56) | (1.35) | (0.35) | |
Trend (year)
| 0.00889 | -0.0214 | 0.00162 |
| 0.0323* | -0.0133* | 0.007*** |
(0.04) | (0.02) | (0.01) |
| (0.02) | (0.01) | (0.00) | |
No. of observations | 37 | 37 | 37 |
| 530 | 530 | 514 |
R-squared | 0.321 | 0.205 | 0.805 |
| 0.008 | 0.027 | 0.497 |
No. of Country FE | 9 | 9 | 9 |
| 83 | 83 | 80 |
Source: Prepared by the authors, on the basis of World Bank, World Development Indicators [online database] https://datacatalog.worldbank.org/dataset/world-development-indicators.
Note: Robust standard errors clustered by country are given in parentheses. Asterisks indicate the statistical significance of the coefficient: *** p-value <0.01, ** p-value <0.05, * p-value <0.1.
a Argentina, Bahamas, Brazil, Chile, Colombia, Mexico, Panama, Trinidad and Tobago, and Uruguay.
b Excluding the United States and Canada.
All panel regressions are in the form:
Δ% y = β Δ% GDP + γ Time Trend + Country FE
Columns (1) and (4) use the percentage change in the total amount of VC investment (Δ% VC $) on the left-hand side. Columns (2) and (5) use the change in the number of projects (Δ% VC N). Columns (3) and (6) are benchmarks using changes in gross fixed capital formation (GFCF) from the national accounts as measure of macroeconomic investment. For comparability, the exercise is performed for the same years and countries for which data are available on VC investments, including the value and number of projects. Columns (4) to (6) perform the same regressions as in (1) to (3) but for all countries of the world that are included in the Thomson ONE data, with the exception of the United States and Canada, which were excluded in order to obtain a global comparison that was not skewed by data from these highly innovative countries where VC is more developed.
It is well known in the macroeconomics literature that investment is procyclical, but the estimates reported in column (1) of table 4 indicate that VC is significantly more procyclical than macroeconomic investment in general. As a benchmark, column (3) computes the procyclicality of gross fixed capital formation. This macroeconomic investment displays a procyclicality coefficient of 6.1 in the same sample of Latin American countries and years used in figure 6.
This means that VC is three times more procyclical than macroeconomic investment. Nonetheless, models (1) and (3) are not nested, so it is impossible to test directly for the difference in procyclicality, but it is safe to say that Latin American VC seems more procyclical than investment in general.
The worldwide VC cyclicality coefficient is just 3.2; well below the 19 recorded for Latin America. Importantly, the difference between Latin America and the worldwide sample seems much higher for VC investment ((1) minus (4) gives a difference of 15 units but with a large standard error) than for macroeconomic capital formation ((3) minus (6) indicates a gap of just 1 to 2 units).
Columns (2) and (5) explore the cyclical sensitivity of the extensive margin, that is the number of VC projects recorded in the database. The point estimate for Latin America is 9.6, almost three times the equivalent for the worldwide sample (column (4)); in other words, the sample of VC investments in the Latin American region depicts a remarkably cyclical pattern, with a portion coming from the number of projects and another stemming from average project size.
Another regression (not shown) analogous to (2) but using the number of projects reporting transaction values produces a very similar procyclicality coefficient. This suggests that partial recording of investment size might not be the main cause of the high level of procyclicality in Latin America.
Excluding the year 2000 from the sample does not qualitatively change the results for Latin America except that it increases the standard error for the coefficient of GDP growth in the Δ% VC N specification, since it has a p-value slightly above 10%.
With regard to the rest of the world, specifications (4) and (5) become less procyclical and insignificant when 2000 is excluded for the worldwide regressions. But since that is the benchmark group for this study, the qualitative claim that Latin America seems more procyclical becomes even stronger.
To summarize, the Latin American pattern of VC investment is highly correlated with the domestic business cycle. In a context of volatile economic growth, this procyclicality is a further complication for firms wishing to specialize in venture capital, since in harder times investment of this type retreats much more quickly from a Latin American country than from an average country in the rest of the world.
V. Venture capital: chasing ideas or following financial development?
This final empirical section explores the determinants of variations in VC development among countries, dividing the explanatory factors into two groups. One category consists of demand for VC arising from scientific and technological ideas, proxied by patents and scientific articles. The other contains a standard indicator of financial development used in the literature (for example Rajan and Zingales, 1997), measured as stock market capitalization relative to GDP. The latter measures the availability of funds, not for VC, but for a larger portion of the financial system. The idea is to test whether factors driving demand for VC (ideas), or the supply of finance, have empirical traction in explaining different VC patterns of development among countries. In the regression, we also control for country size (GDP), splitting this into per capita income and population.
Table 5 shows the estimates for factors that could explain the VC-to-GDP ratio. These are: ln(patents/pop), which represents the number of patent applications by residents per capita; ln(articles/pop), which denotes the number of scientific articles by residents per capita; ln(GDP), which is the country’s GDP in PPP terms. This is then split into a per capita income term and a population term, namely ln(GDP/pop) and ln(population). The variable ln(market cap) corresponds to the usual sum of stock market capitalization of listed companies in the country, as a proportion of GDP.
Table 5
Venture capital development
Variables, around 2011 | Left-hand side variable: ln(VC/GDP) in the country, 2010–2011 | |||||||
(1) | (2) | (3) | (4) | (5) | (6) | (7) | Mean | |
ln(patents/pop) | 0.44** | 0.41*** | 0.36*** | 0.43** | 0.40*** | -9.89 | ||
(0.19) | (0.12) | (0.12) | (0.16) | (0.12) | (1.89) | |||
ln(sci articles/pop) | 0.84*** | -8.90 | ||||||
(0.24) | (1.72) | |||||||
ln(market cap/GDP) | 0.11 | 0.10 | -0.19 | -0.55 | 0.19 | -0.53 | 3.57 | |
(0.23) | (0.22) | (0.58) | (0.52) | (0.22) | (0.51) | (1.09) | ||
ln(market cap/GDP)2 | 0.07 | 0.06 | 0.07 | |||||
(0.09) | (0.08) | (0.08) | ||||||
ln(GDP) | -0.07 | -8.44** | 26.52 | |||||
(0.16) | (3.85) | (1.54) | ||||||
ln(GDP)2 | 0.16** | |||||||
(0.07) | ||||||||
ln(GDP/pop) | -0.17 | -16.5*** | -14.8*** | 9.65 | ||||
(0.44) | (3.82) | (3.68) | (0.91) | |||||
ln(GDP/pop)2 | 0.89*** | 0.77*** | ||||||
(0.21) | (0.20) | |||||||
ln(population) | -0.07 | -3.62* | -5.02*** | 16.87 | ||||
(0.16) | (1.85) | (1.79) | (1.62) | |||||
ln(population)2 | 0.11** | 0.15*** | ||||||
(0.05) | (0.05) | |||||||
Constant | 2.37 | 0.95 | 111.4** | 106.6*** | -0.51 | -5.1*** | 116.08*** | |
(7.16) | (4.53) | (50.83) | (21.76) | (1.16) | (0.82) | (21.36) | ||
log (VC/GDP) | -4.47 | |||||||
(1.84) | ||||||||
No. of countries | 61 | 61 | 61 | 61 | 61 | 61 | 60 | 61 |
R-squared | 0.17 | 0.17 | 0.25 | 0.45 | 0.17 | 0.01 | 0.50 |
|
Source: Prepared by the authors, on the basis of data from Thomson ONE and World Bank, World Development Indicators [online database] https://datacatalog.worldbank.org/dataset/world-development-indicators.
Note: Robust standard errors clustered by country are given in parentheses. Asterisks indicate the statistical significance of the coefficient: *** p-value <0.01, ** p-value <0.05, * p-value <0.1.
In all specifications (1) to (7) technical and scientific ideas are a robust predictor of VC development. Depending on the specification, a 1 percentage point increase in patents per capita is associated with a 0.4-point increase in the VC-to-GDP ratio. Specification (7) shows that a 1-point increase in scientific articles per capita is associated with a 0.8 of a percentage point increase in the VC-to-GDP ratio. Only one of these measures can be used at a time, however, because they are highly correlated (0.84).
In contrast, all specifications show that the standard financial development variable does not explain VC development differences among countries. Specifications (1) to (4) and (6) to (7) all report statistically non-significant coefficients for the standard financial development coefficient. This continues even with nonlinear specifications for market capitalization (columns 3, 4 and 7) or when used as a single explanatory variable (column 6).
The results suggest that the demand for VC stemming from technical ideas is a relevant indicator and better at explaining VC intensity around the world. Venture capital grows when there are ideas, not when there is simply a high stock valuation.
Table 5 also includes controls for other obvious effects, such as market size. Column (2) controls for the log of total GDP, while column (1) splits this covariate into two separate components: per capita income and population. Neither of these specifications finds statistical significance for these market-size effects. The reason seems to be that the response of market-size variables is nonlinear. In fact, column (3) shows that log of total GDP has a positive and statistically significant quadratic term. In practice, given the averages in the right-hand column of table 5, this means the effect of size has the shape of a J-curve in VC development. This is also confirmed when non-parametric methods are used (not shown in the table). Columns (4) and (7) include quadratic components for the subcomponents of total GDP, namely per capita income and population, in log form. These regressions also suggest a J-shaped curve, which means that VC investments tend to be disproportionally larger in very large economies.12
The regression analysis performed in this study seems to indicate the relevance of both market size and technology ideas in driving the demand for VC. Using the coefficient estimated in column (5), and multiplying it by the difference in patenting rates between China and the average for Latin America and the Caribbean, we can account for a third of the gap in VC-to-GDP ratio with China, evident in figure 4.A.13 In that regard, Ketelhöhn and Ogliastri (2013) argue that Latin America has low levels of patenting and innovation; the present study finds that this deficit of technology and scientific ideas could pose a bottleneck for further VC development in the region.
Nonetheless, as noted above, patenting rates are far from the only factor. Table 5 clearly shows that market size matters. Using the model in column (3) indicates that at least a third of the VC gap between China and the average for Latin America and the Caribbean can be more readily explained by size-related variables, rather than patenting rates.14 Market size is important not because the factors impeding VC development would be resolved as Latin America becomes wealthier, nor because the region needs faster population growth. Instead, the issue is that Latin American integration remains a major challenge for entrepreneurs. Despite the near-zero tariff barriers on trade across Latin America, it seems that the region has not achieved enough market integration to offer sufficiently large opportunities for innovative businesses demanding VC. In an ideal world, entrepreneurs in any Latin American market could think of ideas that could be replicated throughout the region as part of the same firm, as happens in China or even the United States.
VI. Concluding remarks
This article examined the main trends in VC investments in Latin America, compared to other regions of the world. It finds that VC investments in Latin America and the Caribbean are growing very rapidly, outpacing nearly every other region in the world, although starting from a very low base.
The paper has highlighted various stylized facts about VC in the region, which are consistent with a VC ecosystem in its initial stages. First, the share of high-technology investments in the region is smaller than in other non-industrialized countries. Second, VC investments in Latin America are on average larger than in other regions of a similar income level but tend to take the form of non-high-technology investments. Third, foreign venture capitalists invest higher amounts in Latin America per round than domestic VC firms.15 This is consistent with a selection model, where foreign firms participate only if the deals are, on average, large enough to absorb the international transaction costs, or when foreign VC firms are more productive (see Helpman, Melitz and Yeaple, 2004). Fourth, VC firms in Latin America are younger and less experienced than in other regions. This is important, because experience is a key factor in explaining VC firms’ performance and fundraising ability (Gompers and Lerner, 2004). Fifth, VC investments in the region are highly procyclical, more so than the VC procyclicality in other regions, and also more procyclical than macroeconomic investment in Latin America and the Caribbean.
Lastly, the paper has explored the variation in VC development among countries, attempting to disentangle why countries with much lower levels of development, such as China, have a much more highly developed VC market, given that stock markets do not follow this development trend. A regression of the VC-to-GDP ratio shows that the production of patentable ideas is a strong predictor of VC investment, while a standard measure of financial development (stock market capitalization) fails to explain the variation among countries. More importantly, VC investments as a share of GDP are shown to be disproportionately bigger in larger markets. This calls for greater de facto integration of entrepreneurial business models in Latin America, to enable venture capitalists to detect regional potential for expansion. Overall, the findings of this study suggest that Latin America is in an early stage of VC development.
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Annex A1
Additional description of the sample
1. Thomson ONE VC data
The private equity module of the Thomson ONE database includes different types of private equity investments, namely venture capital, buyouts and acquisitions, real estate and other. This paper focuses on VC investments only, which comprise seed, early stage, expansion and later stage investments. This study covers all of them, except where explicitly mentioned in each table. Each stage of investment is defined according to the criteria used by Thomson ONE. These criteria include, among other things, the investing fund, the company being invested in and the timing. The structure of the deal also helps to distinguish VC investments from non-venture capital ones. Given the nature of private equity, part of this classification is based on the self-reported activity of VC firms.
The venture capital subcomponent of the Thomson ONE private equity module is the successor of an earlier database, known as VentureXpert, which was used in previous analysis in the literature (see Gompers and Lerner, 2004). In short, these are standard data used in the academic literature on VC investments.
The specific sample used in this study spans 2000 to October 2012. Yearly analyses were used only up to 2011, which was the last complete year for which data are available; and most of the analysis in the various tables and figures uses post-2005 data.16 The investments in the sample cover nearly all industry categories, according to the Standard Industrial Classification (SIC). When investments are broken down by industry sector, just over 80% of transactions were in the following sectors: SIC 73 (business services), which accounted for 41% of all deals; SIC 28 (chemicals and allied products, including pharmaceuticals), with 11%; SIC 36 (electronic and other electrical equipment, except computers), with 10.9%; SIC 38 (instruments and related products), with 8.4%; SIC 87 (engineering and management services) with 5.2%; and SIC 48 (communications) with 4.1%. The other sectors account for less than 3% of investments.17 Thomson ONE also uses another industry classification for VC investments that can be used to distinguish between high-technology and non-high technology industries.18
Table A1.1 displays the main descriptive statistics of Thomson ONE. The median firm in the sample received US$ 3.5 million in a round, but in the first round the median firm received US$ 2.6 million. The median firm received two rounds of financing. At the country level, the unweighted average VC investment is equivalent to 0.04% of GDP, while total investment in an average country is around 23% of GDP.
Table A1.1
Additional descriptive statistics, 2000–October 2012
Variable | Mean | Tenth percentile | Twenty-fifth percentile | Fiftieth percentile | Seventy-fifth percentile | Na |
Microdata | ||||||
Equity invested (millions of dollars) | 10.4 | 0.3 | 1.0 | 3.5 | 10.0 | 61 833 |
Investment round | 2.6 | 1 | 1 | 2 | 3 | 87 756 |
Equity invested in first round (millions of dollars) | 9.3 | 0.3 | 0.9 | 2.6 | 7.3 | 27 918 |
Country-level aggregates | ||||||
VC investments (percentages of GDP) | 0.04% | 0.00% | 0.00% | 0.02% | 0.05% | 61 |
Gross fixed capital formation | 23.17% | 16.11% | 19.42% | 21.76% | 25.00% | 59 |
High-technology investments | 64.91% | 0.00% | 50.00% | 70.09% | 88.89% | 57 |
Syndicated investments | 50.47% | 0.00% | 0.00% | 47.33% | 95.73% | 56 |
Domestic VC investor | 49.82% | 0.00% | 4.17% | 50.00% | 84.06% | 56 |
Source: Prepared by the authors, on the basis of data from Thomson ONE.
a For the microdata, N is the number of investments made by VC firms (excluding the United States); whereas, for the country-level aggregates, N is the number of countries in the group that are included in the estimation sample shown in table 5. The inclusion of figures for the United States in the microdata does not change these broad averages significantly.
Table A1.2 shows the whole VC matrix by industry and country for the sample in Latin America and the Caribbean. Of the 773 projects, around half are non-high-technology projects. In terms of country distribution, 60% of VC investments in the region occur in Brazil.
Table A1.2
Latin American and the Caribbean (27 countries): VC investments by industry and country, 2000–October 2012
Country | Healthcare related | Communications | Biotechnology | Semiconductor and electronics | Computer software | Non-high-technology | Total |
Antigua and Barbuda | 0 | 1 | 0 | 0 | 1 | 1 | 3 |
Argentina | 1 | 7 | 1 | 0 | 36 | 11 | 56 |
Bahamas | 0 | 0 | 0 | 0 | 1 | 8 | 9 |
Belize | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
Bermuda | 0 | 12 | 0 | 2 | 1 | 10 | 25 |
Bolivia (Plur. State of) | 0 | 0 | 0 | 0 | 0 | 6 | 6 |
Brazil | 22 | 70 | 23 | 12 | 172 | 198 | 497 |
Chile | 5 | 2 | 1 | 0 | 10 | 8 | 26 |
Colombia | 1 | 1 | 0 | 0 | 1 | 5 | 8 |
Costa Rica | 0 | 1 | 0 | 0 | 2 | 11 | 14 |
Cuba | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
Cayman Islands | 2 | 1 | 0 | 4 | 3 | 8 | 18 |
Dominica | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
Dominican Republic | 0 | 0 | 1 | 0 | 0 | 1 | 2 |
Ecuador | 0 | 0 | 0 | 0 | 0 | 9 | 9 |
Guatemala | 0 | 0 | 0 | 0 | 1 | 3 | 4 |
French Guiana | 0 | 0 | 0 | 0 | 1 | 2 | 3 |
Honduras | 0 | 0 | 0 | 0 | 0 | 3 | 3 |
Mexico | 5 | 3 | 0 | 0 | 14 | 32 | 54 |
Nicaragua | 0 | 1 | 0 | 0 | 0 | 3 | 4 |
Panama | 0 | 0 | 0 | 0 | 0 | 3 | 3 |
Peru | 0 | 0 | 0 | 0 | 0 | 11 | 11 |
Paraguay | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
El Salvador | 0 | 1 | 0 | 0 | 0 | 2 | 3 |
Trinidad and Tobago | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
Uruguay | 0 | 1 | 0 | 0 | 4 | 0 | 5 |
Venezuela (Bol. Rep. of) | 0 | 1 | 1 | 0 | 0 | 0 | 2 |
Total | 36 | 102 | 27 | 18 | 248 | 342 | 773 |
Source: Prepared by the authors, on the basis of data from Thomson ONE.
2. The Latin American Venture Capital Association (LAVCA) database
The version of the LAVCA database used in this study covers Latin America and Caribbean and spans the period from 2006 to October 2012. The countries in the dataset are: Argentina, Brazil, Chile, Colombia, Costa Rica, the Dominican Republic, El Salvador, Mexico, Panama, Peru, Trinidad and Tobago, and Uruguay. The data are collected by LAVCA from reports by funds, by national private equity and venture capital associations and by funds that report their financial data to institutions such as MIF or IFC. As in the case of Thomson ONE, both the reporting institutions and LAVCA use their own criteria for classifying an investment as VC. Nonetheless, they all base their classification on the nature of the firm, its age and the fact that it is not taken over by another company. For the years after the period covered by this study, the LAVCA database has been used to monitor private equity and VC investments in the region. This paper used it to double check certain magnitudes such as those given in figure 1 and table 1.
1 The authors gratefully acknowledge the support provided to this research by an anonymous referee, Susana García-Robles and her team at the Multilateral Investment Fund (MIF), and Juan Savino from the Latin American Venture Capital Association (LAVCA). The authors also acknowledge useful comments received at the Conference on Model-based Evidence on Innovation and Development (MEIDE) and from the Inter-American Development Bank (IDB). This research was partially funded by a grant from the IDB Research Department project, Understanding Venture Capital in Latin America.
2 Venture capital is a subset of private equity. Between 1996 and 2010, MIF invested a total of US$ 215 million in private equity in the region. More than 30% of recorded private equity investments were made at the beginning of that period. Since then, other players have entered the market, so the share of these types of institutions is decreasing.
3 Venture capital is a minuscule fraction of overall macroeconomic investment, even in the United States, but particularly in Latin America. Countries value it for its potential to unveil new business models, rather than for its mechanical effects through aggregate investment. Macroeconomic investment is equivalent to 23% of gross domestic product (GDP) (see table A1.1 in the annex). The unweighted global average VC-to-GDP ratio across countries is 0.04%. In Latin American countries, VC investments are in the neighbourhood of 0.01% to 0.04 % of GDP; and in the United States they are equivalent to 0.18% of GDP.
4 Liao, Lu and Wang (2014) examine the success of VC-backed firms in emerging markets when taken public through an initial public offering (IPO). Otchere and Vong (2016) explore the effects of VC-backed firms on the pricing of IPOs in China.
5 Pereiro (2001) surveyed various sources of entrepreneurial finance in Argentina compared to out-of-sample estimates from developed countries, concluding that “(a) it takes on average more money for the Argentinian entrepreneur to start a de novo venture than for his/her counterparts in the United States; (b) operational parameters of formal private equity or VC funds are in line with international standards; and (c) Argentinian angels invest on average substantially higher amounts per venture than their counterparts in other countries, being also younger than the international average.” Unlike that study, this one relies on comparable data from various Latin American countries and, in some cases, uses data from the same databases in the region.
6 Although data since 2000 are certainly available, the authors of this study preferred to examine new trends and limit the scope to a period where data, albeit imperfect, have a higher deal density, otherwise the figures would become too volatile to be able to draw any conclusions.
7 Another leading source for VC research, Dow Jones VentureSource, does not cover transactions in Latin America.
8 Shares are weighted by investment round, not by value.
9 One caveat is that Thomson ONE may overrepresent the share of foreign transactions, particularly those originating from the United States or some other large and well-reported economy.
10 Brazil spent more on R&D relative to GDP than India, at around 1.1% of GDP; while the rate is lower than that of India in Mexico, Chile and most of the other Latin American countries. See World Bank, World Development Indicators [online database] https://datacatalog.worldbank.org/dataset/world-development-indicators for the year 2010–2011.
11 Gompers, Kovner and Lerner (2009) note that the experience and focus of a firm’s board members are what matters most for returns. Although that measure is not available, it might be reasonable to assume that in less developed economies VC firms are small, so the age of the firm might be a proxy for individual board members’ skills. See Gompers and Lerner (2004) for additional information.
12 Regressions that restrict the sample to countries with per capita incomes equal to, or above, those of India or Viet Nam do not produce qualitatively different results.
13 Column (5) uses log(patents/population) as the only covariate and computes the residuals after fitting the model. The leftover portion after accounting for the patenting gap between China and the average for Latin America and the Caribbean is 37%. The residual difference between the average patenting rate in Latin America and the Caribbean and that of China is 63% of the original difference, meaning that 37% of the proportional gap can be explained by this channel.
14 Column (3) uses a specification including nonlinear economy size. This model explains 73% of the proportional gap between Latin America and the Caribbean and China. In short, roughly one third of the gap is explained by size, another third by patenting and a third remains unexplained. Including market capitalization in column (3) is innocuous, since the coefficients are small and insignificant, which means they have a negligible impact on this accounting exercise. Doing a similar exercise with a model like the one shown in column (3), but excluding market size, yields similar results (not shown here for brevity).
15 There is still a role for the local investor in attracting foreign venture capital (see for example Mäkelä and Maula, 2008).
16 The following countries are included in the sample: Argentina, Australia, Austria, Belgium, Brazil, Bulgaria, Canada, Chile, China, Colombia, Croatia, Cyprus, Czechia, Denmark, Egypt, Estonia, Finland, France, Georgia, Germany, Greece, Hong Kong Special Administrative Region, Hungary, India, Indonesia, Ireland, Israel, Italy, Japan, Jordan, Kenya, Latvia, Lithuania, Luxembourg, Malaysia, Mexico, Mongolia, Netherlands, New Zealand, Norway, Pakistan, Peru, Poland, Portugal, Republic of Korea, Russian Federation, Saudi Arabia, Singapore, South Africa, Spain, Sweden, Switzerland, Thailand, Tunisia, Turkey, Uganda, Ukraine, United Kingdom, United States, Uruguay and Viet Nam.
17 The SIC system classifies industries using a four-digit code. The first two digits represent the industry sector, and when the data are disaggregated by these first two digits, it reveals that VC investments were made in nearly all the 99 industry sectors classified in the SIC system. There are observations in the data for the 2000–2012 period in the following two-digit SIC codes: 10, 12, 13, 14, 15, 16, 17, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 67, 70, 72, 73, 75, 76, 78, 79, 80, 81, 82, 83, 84, 86, 87, 88, 89, 91, 92, 93, 94, 95, 96 and 97. Syndicated investments appear as often as partners in these descriptive statistics. This issue is appropriately resolved in the main tables of the paper.
18 The sector composition of the Thomson Reuters Venture Capital Index is: healthcare related; communications; biotechnology; semiconductor and electronics; computer software-; non-high-technology. All but the last of these are high-technology sectors.
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Abstract
This study applies a propensity score matching model to quantify the significance of preschool education in short- and medium-term academic results in several Latin American countries, using data from the Third Regional Comparative and Explanatory Study (TERCE) conducted among third and sixth grade pupils. The results vary by country and grade, with standard deviations ranging between 0.05 and 0.3. Third-grade reading and mathematics scores show an effect greater than 0.10 standard deviations in at least 10 countries, while 7 countries show the same effect for the three tests conducted in sixth grade.
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I. Introduction
The importance of assessing the success of educational policies is undisputed, and intervention in early childhood offers greater room for manoeuvre and the effectiveness of resources is economically significant (Heckman, Pinto and Savelyev, 2013). This paper aims to identify the effect of preschool education on the scores of third- and sixth-grade pupils in the mathematics, reading and writing and natural science tests of the Third Regional Comparative and Explanatory Study (TERCE) conducted in 2013 —the third of a series of regional assessments, following the First Regional Comparative and Explanatory Study (PERCE) and the Second Regional Comparative and Explanatory Study (SERCE).1 The studies are comparable, as are the data from the different countries, because of the statistical methodology and the two-stage stratified cluster sample selection method.
The issue is critical, reflecting the institutional interest in improving the living conditions of Latin Americans given the region’s low averages in human capital levels as well as the need to improve equality in these countries. Recently, the differences in cognitive achievement between Latin American countries and their counterparts in the developed world have been made apparent in the results of the Programme for International pupil Assessment (PISA) and the Trends in International Mathematics and Science Study (TIMSS) tests. Investment in preschool education programmes has both direct and indirect positive effects. First, it builds capacity in children at a lower cost compared with older populations; second, it reduces barriers to the participation of mothers in the workforce (Cascio, 2015; Shah and others, 2017; Heckman, Pinto and Savelyev, 2013; Loeb and others, 2007; Behrman, Cheng and Todd, 2004; Skibbe and others, 2011; Shonkoff and Phillips, 2000).
These effects are sustained over the long run; others decline over time, but remain apparent several years later (Nores and Barnett, 2010; Berlinski, Galiani and Manacorda, 2008; Magnuson, Ruhm and Waldfogel, 2007a and 2007b). The literature supports the view that such programmes have positive, albeit modest, effects on children that may persist over time and is therefore a key area for intervention and global monitoring (UNESCO, 2014).
According to the United Nations Educational, Scientific and Cultural Organization (UNESCO) (2013), the average net enrolment ratio in pre-primary education jumped from 55.5% to 66% between 1990 and 2010. However, pre-primary coverage varies greatly in these countries (between 40% and 90%). For example, enrolment ratios in Mexico and Uruguay were twice those of the Plurinational State of Bolivia and Paraguay in 2010. In 2014, net pre-primary coverage increased, exceeding 85% in Peru and Uruguay; in contrast, the countries of Central America (Costa Rica, Guatemala, Honduras and Panama) did not register significant progress, with net enrolment rates below 53%.
However, the fact that preschool attendance is an educational service gives rise to several challenges. First, there is no standard of quality against which the package of actions and the components used to deliver it can be fully compared. Second, the number of years of attendance depends on both supply and demand.
In Latin America, there is little evidence on the causal effects of preschool that can be supported by internationally comparable tests. Recent literature provides a detailed description of the problems of access to and coverage of early education in Latin America. Examples include the studies conducted by the Regional Program for Social Policy in Latin America (SOPLA) (2014) and by Gamboa and Krüger (2016), which present an overview of the country-level differences in coverage indicators that illustrate the adverse access conditions facing the most vulnerable populations. Gamboa and Krüger use a non-parametric method to decompose the results of the 2012 PISA cycle to show the effect of early education on reading and mathematics in Argentina, Brazil, Chile, Colombia, Mexico, Peru and Uruguay. Their analysis reveals the existence of socioeconomic segregation in terms of access and score gaps that widen the longer the period of preschool attendance.
The common finding in these studies is that in Latin American countries there are significant cognitive gaps between children in wealthier and poorer households when they enter school and these gaps persist over time (Schady and others, 2015). Araujo, Dormal and Schady (2017) present an interesting discussion of the findings on the effects of the quality of child care, with an extensive review of the literature.
In Chile, the Ministry of Education (MINEDUC, 2014) provides studies on the short-, medium- and long-term effects of attending preschool. Overall, the studies show that the effects of attending preschool are positive and significant, although there is no conclusive evidence supporting the universality of the impact of preschool attendance on the comprehensive development of children (p. 22).
Other studies, including Bernal and others (2012) and Bernal and Camacho (2012), go further and prove the causal effect of early education programmes on children’s education outcomes. Bernal and others (2015) show that a transition in the education model in Colombia from small community nurseries to large child-care centres catering to 150 children or more did not improve quality. Other more detailed studies estimate a positive impact of early education programmes of about 0.20 standard deviation in cognitive skills scores (see Berlinski and Schady, 2015). The contributions of the present paper are multifarious. First, as mentioned above, it emphasizes the need to address performance differentials in assessments such as PISA tests that are conducted at later stages of the educational cycle. Second, it provides evidence on the cognitive effects of increasing access to preschool after controlling for other variables associated with pupils, their families, schools and education systems. Third, it underscores the need for cooperation to learn from different coverage initiatives in neighbouring countries. These aspects aside, some caution in the interpretation of results is warranted as variables that are not always observable may influence the findings.
The empirical strategy uses a propensity score matching model that reduces the bias generated by unobservable variables.
The results are heterogeneous but positive in the countries participating in TERCE. In Central American countries, there appears to be evidence of a greater effect on test scores than in other countries, but there is no pattern of an increase or decrease in effect between countries and between third and sixth grade.
The article is divided into five sections including this introduction. Section II presents the empirical strategy for comparing performance according to the levels of exposure to a preschool programme. Section III describes the data used to assess the effect and section IV presents the results. The article concludes with some recommendations for consideration.
II. Empirical strategy
In cognitive tests (mathematics, reading and natural sciences) of the individual i in school s in municipality m in country j, standardized scores (Yismj ) are determined by factors associated with the individual and his or her family (X), education establishment variables (Z) and country- or region-specific variables (W).
Yismj = a + Preij + β1X + β2Z + β3W + εi (1)
The variables considered within vector X include age, gender, household wealth and parents’ educational level. Controls for the school (Z) include whether the school is urban or rural and State-run or private, and an establishment quality indicator calculated from the classroom climate is also introduced. However, there is no control for parent motivation or pupil ability.
If it is assumed that these are randomly distributed, where E(X/ε) = 0, then it is possible to estimate the preschool effect using an ordinary least squares model.
However, greater parent motivation can increase and improve educational practices in the home, which would mean that the effect of preschool is overestimated. If the correlation between ability and performance is positive and the correlation between ability and parents’ motivation with respect to education is also positive, the estimator (ij) will be greater than the true value. In addition, ordinary least squares regression may miss the heterogeneous impact of treatment (Black, 2015), which, in this case, is given by preschool attendance. To control for these limitations, a quasi-experimental method —propensity score matching— is used to evaluate the causal effect.
Proposed by Rosenbaum and Rubin (1983), this matching method can be used to correct selection bias on the question of whether children from better socioeconomic backgrounds tend to start their education at earlier ages and have a greater likelihood of attending preschool. Preschool attendance is determined by parents’ decisions and is therefore not random. Consequently, children’s measurable and non-measurable characteristics are associated with the likelihood of attending preschool (treatment) and with performance (standardized tests). Propensity score matching assumes that there is a vector of X observable covariates, such that, after controlling for those covariates, the potential outcomes are independent of the treatment assignment (conditional independence) and that, for each value of X, there is a positive probability of being treated and not treated (common support).
The strategy adopted estimates the causal effect of attending preschool on academic achievement —measured through various standardized TERCE tests— as well as the average treatment effect on the treated (ATT). According to Heckman and Robb (1986), the estimation of the average effect on the treated is valuable for answering research questions related to social policy development, and particularly so with regard to educational policies that aim to expand compulsory preschool education.
To this end, treatment, outcome and the relevant covariates must be identified (for further details see Caliendo and Kopeinig, 2008 and Stuart, 2010). For this study, the treatment variable was PREKFOR6, which takes the value 1 if the pupil attended preschool between 4 and 6 years of age and 0 if he/she did not. The outcome variable is the z-score (with a mean of 0 and a standard deviation of 1) obtained by third-grade pupils from the participating countries in reading and mathematics and by sixth-grade pupils in reading, mathematics and natural sciences.2
Covariates may be selected for matching based on the association between the covariates and treatment and outcome (Stuart, 2010), however Brookhart and others (2006) suggest that variables that are unrelated to an exposure effect but related to the outcome should always be included in a propensity score model as this will increase the precision of the estimated exposure effect without increasing bias. Taking into account the above and the existing literature on preschool education, the covariates included are those considered in the ordinary least squares model and parent expectations were included in the analysis.
The matching technique was then chosen based on the standardized mean difference of covariates. Kernel matching was selected to calculate the average treatment effect on the treated because the variance was lower than that derived using the other methods tested. For all models (each test subject and for each participating country), two indicators proposed by Rubin (2001) were used to determine the balance achieved with the propensity score: Rubin’s B, defined as the standardized mean difference of the linear index of the propensity score of the treated and the untreated group in the matched sample; and Rubin’s R, which is the ratio of the propensity score’s variance in the treated and untreated sample. Rubin (2001) suggests that a B value of less than 0.25 indicates that the covariates are balanced. The variance ratio R should remain close to 1 but values between 0.5 and 2 are considered acceptable (see table 5).
All calculations yielded values for B of less than 0.25 and values for R that were close to 1. In this methodology, the interpretation of the average treatment effect on the treated depends on the standard errors that are calculated. While the focus in literature has been on adjusting standard errors through bootstrapping, Abadie and Imbens (2005) demonstrate that bootstrap standard errors are not valid as the basis for inference with simple nearest-neighbour matching estimators. However, the reservations expressed about bootstrapping standard errors in matching do not apply to the kernel method, because it does not run into the discontinuities that arise in nearest-neighbour matching (Wagstaff, 2007).
To generalize the results of estimates obtained from data samples, sample weights must be used in propensity score matching; failure to do so would limit the external validity of the results given that the population inferences are based on a non-representative sample. Therefore, sample weights and sample design are integral to the process of estimating propensity scores and using the propensity score to determine the treatment effect. Two types of treatment effects are thus distinguished: the sample average treatment effect on the treated, where survey weights are incorporated only in the calculation of the propensity score; and the population average treatment effect on the treated, where survey weights and the propensity score weights are multiplied to form a new composite weight that is used in a weighted regression (DuGoff, Schuler and Stuart, 2014).
III. Data
Coordinated by UNESCO, TERCE was conducted in 2013 among more than 100,000 school children in 15 Latin American countries (Argentina, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, Guatemala, Honduras, Mexico, Nicaragua, Panama, Paraguay, Peru and Uruguay). It assesses school performance in mathematics and language (reading and writing) in third grade, with the inclusion of natural sciences in sixth grade. To enable comparisons at country level and over time with the 2006 SERCE, a two-stage stratified cluster sample selection method was used for TERCE. In the first stage, a probability proportional to size method was used to select schools (in each explicit stratum). In the second stage, a class was selected randomly and all pupils in the class were included in the sample. This sampling technique is useful for making inferences regarding the education system because it recognizes that there are different levels of inter- and intra- school variability3 (further information on sample representativeness is available in UNESCO, 2016). Annex A1 shows that the sample sizes are considerable for each of the participating countries once the sample weights provided by TERCE are taken into account —for the third-grade language test, there were more than 2600 pupils in the country with the smallest absolute sample size. As part of the construction of the cognitive tests, the curricular frameworks of the participating countries were reviewed to determine performance levels by subject area. Consequently, TERCE can help to enrich the literature on educational assessment in the region because it is based on common content and uses a sample design similar to that of other assessments such as PISA or the Progress in International Reading Literacy Study (PIRLS). The variable for identifying children who attended preschool between the ages of 4 and 6 was created by TERCE.
Before analysing the overall results obtained by the participating countries, it is useful to review the aggregate indicators pertaining to the current state of the education sector (see table 1). Despite the progress made in Latin America in reducing poverty, there are still countries where poverty rates are above 10%, such as Colombia, Ecuador, El Salvador Honduras and Nicaragua, while others such as Argentina, Chile and Costa Rica have rates below 5%. The geographic distribution of population shows that some countries, such as Argentina or Uruguay, are highly urbanized; others have large rural populations —commonly the case in Central American countries, as seen for Guatemala (48%) and Honduras (45%).
Table 1
Socioeconomic indicators
(Percentages)
Country | Poverty rates | Rural population (as percentages of total population) | Public spending on education | Participation: net enrolment rate, by level of education | |||
Preschool | Primary | Secondary | Tertiary | ||||
Argentina | 4.3 | 8 | 5.33 | 72.47 | 99.3 | 88.2 | 82.9 |
Brazil | 7.6 | 14 | 5.99 | 81.98 | 92.7 | 81.3 | 50.6 |
Chile | 2 | 10 | 4.92 | 80.76 | 94.3 | 87.9 | 88.5 |
Colombia | 13.2 | 24 | 4.49 | 78.29 | 90.6 | 78.2 | 55.6 |
Costa Rica | 3.9 | 23 | 7.18 | 50.36 | 96.4 | 79.3 | 53.6 |
Ecuador | 10.2 | 36 | 4.96 | 66.14 | 91.2 | 85.4 | 40.4 |
El Salvador | 11.3 | 33 | 3.55 | 42.94 | 91.2 | 68.7 | 55.5 |
Guatemala | 24 | 48 | 2.96 | 41.91 | 85.4 | 48.1 | 29.1 |
Honduras | 31.2 | 45 | 5.87 | 68.72 | 93 | 49.4 | 21.8 |
Mexico | 11 | 21 | 5.31 | - | 95 | 90.5 | 22 |
Nicaragua | 17.1 | 41 | 4.49 | 46.83 | 96.9 | 48.9 | 29.9 |
Peru | 9 | 21 | 9 | 88.36 | 94 | 77.6 | - |
Dominican Republic | 9.1 | 21 | - | 43.16 | 86.89 | 66 | 50.12 |
Uruguay | 1.3 | 5 | 4.36 | 88.23 | 94.2 | 76.3 | - |
Source: Prepared by the authors, on the basis of information from United Nations Educational, Scientific and Cultural Organization (UNESCO).
Note: * Based on a poverty line of US$ 3.10 per day (in 2011 PPP dollars); ** Latest data on education available from UNESCO Institute for Statistics; *** Data refer to 2015 except for Argentina, Honduras and Nicaragua (2010) and Panama (2014).
While there is not much disparity in the levels of government spending on education, it is possible to distinguish two groups: countries that spend more than 5% of GDP on education (seven countries, with Peru spending the most in recent years) and those with lower spending, with Guatemala being the country that dedicates the lowest share of public resources to education.
There is, however, great variation among countries in terms of participation rates in higher levels of education: Argentina and Chile stand out with enrolment rates above 83% at all levels, while in Mexico, coverage of primary and secondary education is high but declines at the tertiary level. At the other end of the spectrum, Guatemala and Honduras register enrolment rates below 50% in secondary and tertiary education.
As can be seen from the performance rankings for subjects and by country (see table 2), more than 185 points separate the country with the highest scores in third grade (Chile) from the country with the lowest scores (Dominican Republic); this differential narrows in sixth grade scores. Costa Rica and Mexico are among the countries with the highest scores, while the Dominican Republic and Paraguay are among the lowest in the rankings. The results show varying levels of heterogeneity within each country: there is high dispersion Colombia and low dispersion in Nicaragua.
Moreover, an analysis of average differences by population group and school type (rural schools and urban public schools) indicates that girls and boys who attend State-run schools in urban areas perform better in all countries, regardless of grade or type of test. This bias is more pronounced in countries with large rural populations (Guatemala, Honduras and Nicaragua) than in those with small rural populations (Argentina, Chile and Uruguay) (see annex tables A1.4 and A1.5).
Table 2
TERCE scores, by subject and by country
(Means and standard deviation)
Reading | Mathematics | Natural sciences | ||||||||||||
Third grade | Sixth grade | Third grade | Sixth grade | Sixth grade | ||||||||||
Mean | Standard deviation | Mean | Standard deviation | Mean | Standard deviation | Mean | Standard deviation | Mean | Standard deviation | |||||
Argentina | 703 | 4.89 | 707 | 4.5 | 717 | 4.83 | 722 | 4.14 | 700 | 4.65 | ||||
Brazil | 712 | 4.99 | 721 | 4.91 | 727 | 6.05 | 709 | 5.29 | 700 | 4.52 | ||||
Chile | 802 | 3.96 | 776 | 3.23 | 787 | 4.04 | 793 | 4.24 | 768 | 4.63 | ||||
Colombia | 714 | 8.33 | 726 | 5.49 | 694 | 7.8 | 705 | 5.45 | 733 | 4.57 | ||||
Costa Rica | 754 | 3.24 | 755 | 2.8 | 750 | 2.86 | 730 | 3.09 | 756 | 3.14 | ||||
Ecuador | 698 | 4.72 | 683 | 5.14 | 703 | 4.75 | 702 | 4.64 | 711 | 4.57 | ||||
Guatemala | 678 | 3.87 | 678 | 3.2 | 672 | 3.28 | 672 | 2.96 | 684 | 3.43 | ||||
Honduras | 681 | 4.14 | 662 | 6.19 | 680 | 4.97 | 661 | 4.01 | 668 | 3.52 | ||||
Mexico | 718 | 3.25 | 735 | 3.34 | 741 | 3.26 | 768 | 3.51 | 732 | 3.23 | ||||
Nicaragua | 654 | 2.84 | 662 | 2.72 | 653 | 3.07 | 643 | 2.44 | 668 | 3.38 | ||||
Paraguay | 653 | 4.81 | 652 | 3.99 | 652 | 5.42 | 641 | 3.75 | 646 | 4.12 | ||||
Peru | 719 | 3.91 | 703 | 3.39 | 716 | 4.1 | 721 | 3.92 | 701 | 3.61 | ||||
Dominican Republic | 614 | 3.5 | 633 | 3.29 | 602 | 3.68 | 622 | 2.31 | 632 | 3.01 | ||||
Uruguay | 728 | 7.15 | 736 | 5.02 | 742 | 7.96 | 765 | 6.38 | 725 | 6.7 | ||||
Mean | 700 | 1.22 | 700 | 1.08 | 700 | 1.28 | 700 | 1.06 | 700 | 1.07 |
Source: United Nations Educational, Scientific and Cultural Organization (UNESCO), TERCE: Learning Achievements, Executive Summary, Santiago, 2016.
The sociodemographic characteristics among the selected sample of pupils from the TERCE test are highly heterogeneous. There is a slight predominance of girls in both grades at country level and of pupils from urban schools (this is not the case in the Central American countries). Annex A5 shows that with the exception of Chile, more than 65% of pupils in third and sixth grade have mothers or fathers with low levels of education (below ISCED-P level 3)4 (see annex table A1.5).
An alternative method for measuring the effect size of preschool attendance on TERCE scores is Cohen’s d (Cohen 1988 and 1992), which expresses the mean difference between two groups in standard deviation units. The author posits that a value of d = 0.8 is a large effect, d = 0.5 is a moderate effect, and d = 0.2 a small effect. Ideally, the size of the effect should be compared to that of other effects found in the literature on similar topics. Thus, Wen and others (2012), when comparing differences in the effect of one or two years’ of preschool attendance on mathematics and language scores, find d values in the range of 0.27–0.96 and classify them as moderate and large. In a recent study on the effect of preschool education on mathematics, vocabulary and executive function outcomes at first and second grade, Shah and others (2017) observed that d values ranged from 0.22 to 0.40.
As table 3 shows, the effect sizes (original sample) can be classified as small and moderate, with a range of values of 0.32 < d ≦ 0.75 for countries and for each of the tests (see annex table A1.3 for the values found after propensity score matching).
The smallest effect size is seen in Argentina for the sixth-grade natural sciences test (d = 0.32) and the largest effect size corresponds to Honduras for the third-grade reading test (d = 0.75). Furthermore, a divergent pattern can be observed with respect to the increase or decrease in the effect size when comparing third and sixth grades. For example, in mathematics, the effect size decreases in countries such as Argentina, Chile, Colombia and Uruguay, while it increases in Brazil, Costa Rica and Peru. However, for all countries and for all the tests, the effect size classified as small for third grade remained unchanged for sixth grade and the moderate effect size also remained unchanged.
Table 3
Cohen’s d effect size, original sample
Country | Mathematics | Reading | Natural sciences | ||||
Third grade | Sixth grade | Third grade | Sixth grade | Sixth grade | |||
Argentina | 0.41 | 0.38 | 0.41 | 0.4 | 0.32 | ||
Brazil | 0.48 | 0.56 | 0.45 | 0.64 | 0.50 | ||
Uruguay | 0.58 | 0.57 | 0.50 | 0.53 | 0.55 | ||
Paraguay | 0.60 | 0.64 | 0.73 | 0.74 | 0.68 | ||
Colombia | 0.67 | 0.66 | 0.69 | 0.69 | 0.52 | ||
Mexico | 0.53 | 0.45 | 0.53 | 0.51 | 0.45 | ||
Costa Rica | 0.46 | 0.51 | 0.49 | 0.50 | 0.45 | ||
Peru | 0.58 | 0.62 | 0.58 | 0.67 | 0.54 | ||
Ecuador | 0.34 | 0.38 | 0.41 | 0.51 | 0.41 | ||
Nicaragua | 0.53 | 0.51 | 0.53 | 0.53 | 0.53 | ||
Guatemala | 0.75 | 0.57 | 0.74 | 0.61 | 0.60 | ||
Honduras | 0.77 | 0.66 | 0.75 | 0.73 | 0.66 | ||
Dominican Republic | 0.54 | 0.42 | 0.52 | 0.47 | 0.45 | ||
Chile | 0.43 | 0.38 | 0.40 | 0.33 | 0.34 |
Source: Prepared by the authors.
Note: According to the size of the coefficient d, the effect can be classified as: very small (d ≦ 0.20), small (0.20 < d ≦ 0.50), moderate (0.50 < d ≦ 0.80) and large (d > 0.80). Calculated for original sample.
IV. Results
The authors estimated the effect using an ordinary least squares model with individual, family, school and city controls for each subject and for each country then presented the results obtained using the synthetic control method generated by propensity score matching. The findings show no evidence of a significant effect of preschool attendance on TERCE test scores, with a few exceptions (see table 4). That notwithstanding, the aforementioned discussion on the importance of isolating the effect of hidden variables or, at least, of considering synthetic controls, contributed to the propensity score matching results.
To ensure clarity of the propensity score matching results, the variables were first standardized to have a mean of 0 and a standard deviation of 1 before presenting the estimated coefficients of the standardized variables.5 This provides a better understanding of the effects, since regional differences in development are such that a given gross change in a subject may have significantly different relative effects.
The average treatment effect on the treated was calculated using various specifications in line with different controls. The decision was taken based on the B and R values proposed by Rubin (2001) in different types of matching (nearest neighbour 1:1, caliper 1:1 with replacement, and kernel) without initially observing the value of the average treatment effect on the treated. Kernel matching was thus selected, with the covariates described above. However, as adequate balance was not achieved on some covariates (e.g. gender) in some countries, a model excluding this variable was tested and there was no substantial change in the results.
Table 4
Results of ordinary least squares regressiona
Argentina | Brazil | Uruguay | Paraguay | Colombia | Mexico | Peru | Ecuador | Nicaragua | Guatemala | Honduras | Dominican Republic | Chile | |
Third grade | |||||||||||||
Reading | |||||||||||||
Preschool | 0.181** | 0.0878 | 0.0699 | 0.146 | 0.175 | 0.0264 | 0.0961** | 0.0995** | 0.104 | 0.122** | 0.154 | 0.0882 | 0.0390 |
(0.0708) | 0 | (0.0953) | 0 | 0 | 0 | (0.0417) | (0.0497) | (0.0643) | (0.0553) | 0 | (0.0690) | 0 | |
N | 917 | 1 339 | 994 | 1 342 | 1 666 | 1 922 | 2 362 | 1 755 | 1 384 | 1 931 | 1 624 | 1 092 | 2 224 |
R-squared | 0.233 | 0.261 | 0.350 | 0.198 | 0.342 | 0.270 | 0.255 | 0.285 | 0.209 | 0.313 | 0.211 | 0.165 | 0.184 |
Mathematics | |||||||||||||
Preschool | 0.173** | 0.130 | 0.0577 | 0.204 | 0.103 | 0.113 | 0.0654 | 0.0472 | 0.101* | 0.0932* | 0.0874 | 0.0784 | 0.0386 |
(0.0769) | 0 | (0.0823) | 0 | 0 | 0 | (0.0465) | (0.0466) | (0.0560) | (0.0502) | 0 | (0.0615) | 0 | |
N | 914 | 1 337 | 995 | 1 324 | 1 657 | 1 910 | 2 342 | 1 735 | 1 369 | 1 907 | 1 615 | 1 091 | 2 217 |
R-squared | 0.199 | 0.287 | 0.316 | 0.147 | 0.349 | 0.258 | 0.243 | 0.178 | 0.187 | 0.334 | 0.176 | 0.165 | 0.192 |
Sixth grade | |||||||||||||
Reading | |||||||||||||
Preschool | 0.0298 | 0.277*** | 0.177 | 0.142** | 0.172 | 0.131 | 0.196*** | 0.174 | 0.151*** | 0.0721 | 0.0904 | 0.101* | 0.0985** |
(0.0479) | (0.0812) | 0 | (0.0554) | 0 | 0 | (0.0373) | 0 | (0.0474) | (0.0492) | 0 | (0.0561) | (0.0426) | |
N | 1 626 | 1 224 | 1 304 | 1 592 | 2 189 | 2 331 | 2 753 | 2 225 | 1 820 | 2 350 | 2 169 | 1 706 | 2 695 |
R-squared | 0.173 | 0.211 | 0.199 | 0.322 | 0.176 | 0.217 | 0.320 | 0.245 | 0.190 | 0.260 | 0.220 | 0.177 | 0.143 |
Mathematics | |||||||||||||
Preschool | 0.0792 | 0.169** | 0.151 | 0.160*** | 0.171 | 0.166 | 0.244*** | 0.0752 | 0.133*** | 0.114** | 0.147 | 0.151*** | 0.155*** |
(0.0555) | (0.0728) | 0 | (0.0522) | 0 | 0 | (0.0434) | 0 | (0.0409) | (0.0477) | 0 | (0.0475) | (0.0452) | |
N | 1 521 | 1 207 | 1 259 | 1 538 | 2 108 | 2 289 | 2 733 | 2 181 | 1 739 | 2 283 | 2 089 | 1 539 | 2 649 |
R-squared | 0.132 | 0.178 | 0.213 | 0.171 | 0.144 | 0.168 | 0.263 | 0.169 | 0.129 | 0.215 | 0.111 | 0.089 | 0.113 |
Source: Prepared by the authors.
Note: Standard errors in parentheses: *** p<0.01, ** p<0.05, * p<0.1.
a All regressions include controls for pupils, family and school.
Table 5 shows the results of the average treatment effect on the treated for all countries for the tests administered in third grade and in sixth grade. This was done using the methodology proposed by DuGoff, Schuler and Stuart (2014) for incorporating survey weights with propensity score methods to estimate the average treatment effect on the treated. Lastly, for clarity and robustness of the results, one covariate (pupil gender) was removed from the model in the propensity score analysis. The aim was to observe significant differences in the estimations and this demonstrated the stability of the calculations. The sensitivity analysis proposed by Rosenbaum (2002) was conducted. The odds ratios (gamma (Γ) values) at which estimates are sensitive to hidden bias range from 1.05 to 1.65.6 Most countries were sensitive from Γ values of 1.20 (95% confidence interval).7
Table 5
Propensity score matching results: population average treatment effect on the treated
Third grade | Sixth grade | ||||||||
Population average treatment effect on the treated | Mean (bias) | Balance with propensity score (B) | Variance ratio (R) | Population average treatment effect on the treated | Mean (bias) | Balance with propensity score (B) | Variance ratio (R) | ||
Argentina |
|
|
|
|
|
|
|
| |
Mathematics | 0.191** | 1.1 | 6.8 | 0.99 | 0.127** | 3.1 | 12.9 | 1 | |
Language | 0.112** | 1.1 | 6.8 | 0.99 | 0.07~ | 3.1 | 12.9 | 1 | |
Natural sciences |
|
|
|
| 0.09~ | 3.1 | 12.9 | 1 | |
Brazil |
|
|
|
|
|
|
|
| |
Mathematics | 0.142** | 2.4 | 9.2 | 1 | 0.210** | 1.7 | 8.5 | 1.16 | |
Language | 0.07~ | 2.4 | 9.2 | 1 | 0.316** | 1.7 | 8.5 | 1.16 | |
Natural sciences |
|
|
|
| 0.194** | 1.7 | 8.5 | 1.16 | |
Uruguay |
|
|
|
|
|
|
|
| |
Mathematics | 0.06~ | 3 | 14 | 0.93 | 0.179** | 1.9 | 8.6 | 1 | |
Language | 0.09* | 3 | 14 | 0.93 | 0.152** | 1.9 | 8.6 | 1 | |
Natural sciences |
|
|
|
| 0.135** | 1.9 | 8.6 | 1 | |
Paraguay |
|
|
|
|
|
|
|
| |
Mathematics | 0.220** | 1.4 | 5.7 | 1.33 | 0.139** | 1.7 | 7.8 | 1.21 | |
Language | 0.173** | 1.4 | 5.7 | 1.33 | 0.03~ | 1.7 | 7.8 | 1.21 | |
Natural sciences |
|
|
|
| 0.120** | 1.7 | 7.8 | 1.21 | |
Colombia |
|
|
|
|
|
|
|
| |
Mathematics | 0.06~ | 2.1 | 12.4 | 0.91 | 0.170** | 2 | 8.5 | 1.16 | |
Language | 0.154** | 2.1 | 12.4 | 0.91 | 0.07* | 2 | 8.5 | 1.16 | |
Natural sciences |
|
|
|
| 0.132** | 2 | 8.5 | 1.16 | |
Mexico |
|
|
|
|
|
|
|
| |
Mathematics | 0.087** | 2.7 | 14.7 | 1.09 | 0.142** | 2.4 | 9 | 1.17 | |
Language | 0.065~ | 2.7 | 14.7 | 1.09 | 0.09** | 2.4 | 9 | 1.17 | |
Natural sciences |
|
|
|
| 0.121** | 2.4 | 9 | 1.17 | |
Peru |
|
|
|
|
|
|
|
| |
Mathematics | 0.085** | 1.5 | 7.9 | 1.02 | 0.207** | 1.2 | 5.2 | 0.99 | |
Language | 0.090** | 1.5 | 7.9 | 1.02 | 0.164** | 1.2 | 5.2 | 0.99 | |
Natural sciences |
|
|
|
| 0.121** | 1.2 | 5.2 | 0.99 | |
Ecuador |
|
|
|
|
|
|
|
| |
Mathematics | 0.129** | 2 | 9 | 1 | 0.05~ | 2 | 8.9 | 1.04 | |
Language | 0.145** | 2 | 9 | 1 | 0.128** | 2 | 8.9 | 1.04 | |
Natural sciences |
|
|
|
| 0.138** | 2 | 8.9 | 1.04 | |
Panama |
|
|
|
|
|
|
|
| |
Mathematics | 0.04~ | 1.5 | 7.3 | 0.91 | 0.02~ | 1.6 | 8.4 | 1 | |
Language | -0.06~ | 1.5 | 7.3 | 0.91 | 0.02~ | 1.6 | 8.4 | 1 | |
Natural sciences |
|
|
|
| 0.07~ | 1.6 | 8.4 | 1 | |
Nicaragua |
|
|
|
|
|
|
|
| |
Mathematics | 0.1263** | 1.9 | 9.1 | 0.97 | 0.125** | 2.1 | 9.2 | 1 | |
Language | 0.112~ | 1.9 | 9.1 | 0.97 | 0.154** | 2.1 | 9.2 | 1 | |
Natural sciences |
|
|
|
| 0.141** | 2.1 | 9.2 | 1 | |
Guatemala |
|
|
|
|
|
|
|
| |
Mathematics | 0.07~ | 5 | 24.4 | 0.76 | 0.116* | 2.5 | 11.6 | 0.92 | |
Language | 0.214** | 5 | 24.4 | 0.76 | 0.05~ | 2.5 | 11.6 | 0.92 | |
Natural sciences |
|
|
|
| 0.109** | 2.5 | 11.6 | 0.92 | |
Honduras |
|
|
|
|
|
|
|
| |
Mathematics | 0.223~ | 2.1 | 8.7 | 1.05 | 0.179** | 2 | 10.3 | 1.3 | |
Language | 0.189~ | 2.1 | 8.7 | 1.05 | 0.143* | 2 | 10.3 | 1.3 | |
Natural sciences |
|
|
|
| 0.09~ | 2 | 10.3 | 1.3 | |
Dominican Republic |
|
|
|
|
|
|
| ||
Mathematics | 0.08~ | 1.1 | 5.9 | 1.09 | 0.167** | 1 | 5.4 | 1.19 | |
Language | 0.105* | 1.1 | 5.9 | 1.09 | 0.69~ | 1 | 5.4 | 1.19 | |
Natural sciences |
|
|
|
| 0.108* | 1 | 5.4 | 1.19 | |
Chile |
|
|
|
|
|
|
|
| |
Mathematics | 0.104** | 2.1 | 10.4 | 1.1 | 0.124** | 1.4 | 6.1 | 1.07 | |
Language | 0.101** | 2.1 | 10.4 | 1.1 | 0.04~ | 1.4 | 6.1 | 1.07 | |
Natural sciences |
|
|
|
| 0.03~ | 1.4 | 6.1 | 1.07 |
Source: Prepared by the authors.
Note: ** Significant at 5%; * Significant at 10%; ~ Not significant; Bootstrap standard errors (100 replications).
In the short term (third grade) a positive effect was found for most countries in both mathematics and reading, but there are some notable differences in the effect size. For countries such as Honduras and Paraguay, the effect of preschool attendance on mathematics varies between 0.25 and 0.33 of a standard deviation. In terms of scores, the effect size is equivalent to between 24 and 31 points on the test (sample average treatment effect on the treated), however the effects are the same when the population average treatment effect on the treated is considered and are not significant for Honduras. In the remaining countries, the estimated effect (the average treatment effect on the treated and population average treatment effect on the treated) is generally between 0.08 and 0.2 standard deviations, which is within the expected values in other estimates found in the aforementioned literature. With the exception of the Dominican Republic, Ecuador and Guatemala (sample average treatment effect on the treated) —and also of Colombia and Uruguay when the population average treatment effect on the treated is considered—, the effect size is smaller for the reading tests in the vast majority of countries. This characteristic would seem to suggest that mathematics learning in schools generate a greater advantage than language-related activities. This is not surprising when one considers that language acquisition begins at a very early age in the home.
Analysis of results for sixth grade, which include a natural sciences assessment, reveals some particularities. First, in the vast majority of countries, the effect of preschool on mathematics outcomes is more pronounced (sample average treatment effect on the treated and population average treatment effect on the treated), and only in Argentina, Ecuador, Honduras and Paraguay does the coefficient size of the population average treatment effect on the treated decrease. The opposite appears to be true for reading in many countries. Thus, in the countries of the Southern Cone (Argentina, Chile and Paraguay), the effect of preschool attendance on the TERCE test score decreases, as seen in the sample average treatment effect on the treated and population average treatment effect on the treated, while in more populous countries like Brazil, Colombia and Mexico the causal effect size. Second, the magnitude of the changes is heterogeneous. For example, the population average effect of treatment on the treated for reading goes from 0.07 (non-significant) in third grade to 0.31 in sixth grade in Brazil, while in Paraguay it decreases from 0.173 in third grade to 0.03 (non-significant) in sixth grade.
Regardless of whether there is an increase or decrease in the medium-term effect of preschool attendance on test results, the effect sizes for Brazil, the Dominican Republic, Nicaragua and Paraguay vary markedly. Third, although the largest effect size continues to be in mathematics, the results in natural sciences is noteworthy. It could often be said that experimentation, guided learning and learning to follow instructions at an early young age stimulates the acquisition of science and scientific skills, hence preschool attendance has an effect ranging from 0.07 to 0.2 standard deviations in the sixth-grade TERCE score (10 of the 14 countries considered have a coefficient greater than 0.10 standard deviations in the average effect of treatment on the treatment of the target population).
The above results substantiate the importance of continuing efforts to increase preschool education coverage, since, in addition to the direct benefits mentioned for pupils, there is also evidence of indirect benefits on equity, mothers’ labour market participation, and health.
V. Conclusions
There are considerable differences in access to preschool education in Latin America today, and these differences are more pronounced among pupils in urban and rural areas.
The results obtained from the propensity score matching on the TERCE test seem to indicate that there are positive effects of attending preschool and that these effects persist up to six years after preschool. This outcome has important education policy implications because it illustrates the need to reduce the inequality of opportunities at the beginning of the education cycle by making the necessary investments to ensure that children attend school at a younger age.
Notwithstanding the above, the results vary between countries, subjects and period for the TERCE test. This implies that the evidence does not support an upward or downward trend for all the countries studied. Domestic policies may help to reduce inequalities in access and thus improve the cognitive and non-cognitive outcomes among the most vulnerable pupils. While there are very diverse institutional variables, it can be affirmed that, on average, the general trend in mathematics differs from that in reading. Preschool attendance was also found to have a positive effect on natural sciences and, after controlling for covariates mentioned above, the size of the effect was not insignificant.
These findings provide important evidence to support continuing efforts to achieve universal coverage, which enhance development potential by providing additional education options for children and by increasing opportunities for mothers to participate in the labour market. It must be borne in mind that the younger children are enrolled in school, the more likely they are to have better cognitive and non-cognitive achievements. These are very important if vulnerable communities are to achieve other health and nutrition goals.
The resulting evidence suggests that governments must be encouraged to intensify and sustain efforts in the area of early childhood education, making available the necessary resources not only to expand coverage, but also to improve the quality of these programmes. Given the return on such investments, it is important to monitor both quality and coverage in rural areas to reduce the inequality of access in Latin America. Only thus can it be said that preschool education is guaranteeing children’s rights.
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Annex A1
Table A1.1
Effective sample from the Third Regional Comparative and Explanatory Study (TERCE)
Reading | Mathematics | Natural sciences | ||||||
Third grade | Sixth grade | Third grade | Sixth grade | Third grade | Sixth grade | |||
Argentina | 3 655 | 3 658 | 3 751 | 3 639 | 3 663 | 3 632 | ||
Brazil | 3 254 | 2 900 | 3 343 | 2 983 | 2 986 | 3 908 | ||
Chile | 4 751 | 5 056 | 4 709 | 5 044 | 5 029 | 4 754 | ||
Colombia | 4 018 | 4 343 | 3 975 | 4 308 | 4 325 | 4 028 | ||
Costa Rica | 3 427 | 3 490 | 3 428 | 3 520 | 3 520 | 3 436 | ||
Ecuador | 4 631 | 4 842 | 4 642 | 4 818 | 4 820 | 4 621 | ||
Guatemala | 4 060 | 3 891 | 4 282 | 4 056 | 4 070 | 4 112 | ||
Honduras | 3 743 | 3 788 | 3 870 | 3 880 | 3 886 | 3 651 | ||
Mexico | 3 465 | 3 554 | 3 543 | 3 618 | 3 622 | 3 456 | ||
Nicaragua | 3 513 | 3 470 | 3 810 | 3 726 | 3 741 | 3 537 | ||
Paraguay | 3 123 | 3 175 | 3 271 | 3 222 | 3 231 | 3 274 | ||
Peru | 4 946 | 4 739 | 5 038 | 4 789 | 4 801 | 5 003 | ||
Dominican Republic | 3 504 | 3 588 | 3 757 | 3 661 | 3 669 | 3 652 | ||
Uruguay | 2 663 | 2 799 | 2 728 | 2 799 | 2 803 | 2 672 | ||
Total | 56 036 | 56 779 | 57 561 | 57 476 | 54 055 | 56 500 |
Source: United Nations Educational, Scientific and Cultural Organization (UNESCO), TERCE: Learning Achievements, Executive Summary, Santiago, 2016.
Table A1.2
Propensity score matching results: sample average treatment effect on the treated
| Third grade | Sixth grade | |||||||
Sample average treatment effect on the treated | Mean (bias) | Balance with propensity score (B) | Variance ratio (R) | Sample average treatment effect on the treated | Mean (bias) | Balance with propensity score (B) | Variance ratio (R) | ||
Argentina |
|
|
|
|
|
|
|
| |
Mathematics | 0.17** | 1.1 | 6.8 | 0.99 | 0.15** | 3.1 | 12.9 | 1 | |
Reading | 0.11** | 1.1 | 6.8 | 0.99 | 0.09~ | 3.1 | 12.9 | 1 | |
Natural sciences |
|
|
|
| 0.10~ | 3.1 | 12.9 | 1 | |
Brazil |
|
|
|
|
|
|
|
| |
Mathematics | 0.14** | 2.4 | 9.2 | 1 | 0.27** | 1.7 | 8.5 | 1.16 | |
Reading | 0.06~ | 2.4 | 9.2 | 1 | 0.31** | 1.7 | 8.5 | 1.16 | |
Natural sciences |
|
|
|
| 0.24** | 1.7 | 8.5 | 1.16 | |
Uruguay |
|
|
|
|
|
|
|
| |
Mathematics | 0.16** | 3 | 14 | 0.93 | 0.20** | 1.9 | 8.6 | 1 | |
Reading | 0.15** | 3 | 14 | 0.93 | 0.14** | 1.9 | 8.6 | 1 | |
Natural sciences |
|
|
|
| 0.18** | 1.9 | 8.6 | 1 | |
Paraguay |
|
|
|
|
|
|
|
| |
Mathematics | 0.22** | 1.4 | 5.7 | 1.33 | 0.16** | 1.7 | 7.8 | 1.21 | |
Reading | 0.19** | 1.4 | 5.7 | 1.33 | 0.06~ | 1.7 | 7.8 | 1.21 | |
Natural sciences |
|
|
|
| 0.13** | 1.7 | 7.8 | 1.21 | |
Colombia |
|
|
|
|
|
|
|
| |
Mathematics | 0.12** | 2.1 | 12.4 | 0.91 | 0.19** | 2 | 8.5 | 1.16 | |
Reading | 0.10** | 2.1 | 12.4 | 0.91 | 0.13** | 2 | 8.5 | 1.16 | |
Natural sciences |
|
|
|
| 0.09** | 2 | 8.5 | 1.16 | |
Mexico |
|
|
|
|
|
|
|
| |
Mathematics | 0.10** | 2.7 | 14.7 | 1.09 | 0.15** | 2.4 | 9 | 1.17 | |
Reading | 0.09~ | 2.7 | 14.7 | 1.09 | 0.10** | 2.4 | 9 | 1.17 | |
Natural sciences |
|
|
|
| 0.14** | 2.4 | 9 | 1.17 | |
Peru |
|
|
|
|
|
|
|
| |
Mathematics | 0.13** | 1.5 | 7.9 | 1.02 | 0.21** | 1.2 | 5.2 | 0.99 | |
Reading | 0.13** | 1.5 | 7.9 | 1.02 | 0.15** | 1.2 | 5.2 | 0.99 | |
Natural sciences |
|
|
|
| 0.11** | 1.2 | 5.2 | 0.99 | |
Ecuador |
|
|
|
|
|
|
|
| |
Mathematics | 0.12** | 2 | 9 | 1 | 0.06~ | 2 | 8.9 | 1.04 | |
Reading | 0.14** | 2 | 9 | 1 | 0.11** | 2 | 8.9 | 1.04 | |
Natural sciences |
|
|
|
| 0.11~ | 2 | 8.9 | 1.04 | |
Nicaragua |
|
|
|
|
|
|
|
| |
Mathematics | 0.16** | 1.9 | 9.1 | 0.97 | 0.19** | 2.1 | 9.2 | 1 | |
Reading | 0.08~ | 1.9 | 9.1 | 0.97 | 0.17** | 2.1 | 9.2 | 1 | |
Natural sciences |
|
|
|
| 0.22** | 2.1 | 9.2 | 1 | |
Guatemala |
|
|
|
|
|
|
|
| |
Mathematics | 0.08~ | 5 | 24.4 | 0.76 | 0.14** | 2.5 | 11.6 | 0.92 | |
Reading | 0.20** | 5 | 24.4 | 0.76 | 0.13** | 2.5 | 11.6 | 0.92 | |
Natural sciences |
|
|
|
| 0.15** | 2.5 | 11.6 | 0.92 | |
Honduras |
|
|
|
|
|
|
|
| |
Mathematics | 0.34** | 2.1 | 8.7 | 1.05 | 0.29** | 2 | 10.3 | 1.3 | |
Reading | 0.23** | 2.1 | 8.7 | 1.05 | 0.28** | 2 | 10.3 | 1.3 | |
Natural sciences |
|
|
|
| 0.29** | 2 | 10.3 | 1.3 | |
Dominican Republic |
|
|
|
|
|
|
|
| |
Mathematics | 0.11~ | 1.1 | 5.9 | 1.09 | 0.18** | 1 | 5.4 | 1.19 | |
Reading | 0.20** | 1.1 | 5.9 | 1.09 | 0.11~ | 1 | 5.4 | 1.19 | |
Natural sciences |
|
|
|
| 0.14** | 1 | 5.4 | 1.19 | |
Chile |
|
|
|
|
|
|
|
| |
Mathematics | 0.14** | 2.1 | 10.4 | 1.1 | 0.11** | 1.4 | 6.1 | 1.07 | |
Reading | 0.11** | 2.1 | 10.4 | 1.1 | 0.05~ | 1.4 | 6.1 | 1.07 | |
Natural sciences |
|
|
|
| 0.04~ | 1.4 | 6.1 | 1.07 |
Source: Prepared by the authors, based on data from the Third Regional Comparative and Explanatory Study (TERCE).
Note: ** significant at 5%, * Significant at 10%, ~ Not significant.
Table A1.3
Cohen’s d effect size in the sample preschool attendance–no preschool attendance after propensity score matching
Country | Mathematics | Reading | Natural sciences | ||||
Third grade | Sixth grade | Third grade | Sixth grade | Sixth grade | |||
Argentina | 0.39 | 0.43 | 0.42 | 0.41 | 0.30 | ||
Brazil | 0.43 | 0.57 | 0.40 | 0.70 | 0.57 | ||
Uruguay | 0.57 | 0.55 | 0.47 | 0.51 | 0.53 | ||
Paraguay | 0.59 | 0.63 | 0.69 | 0.74 | 0.65 | ||
Colombia | 0.66 | 0.63 | 0.68 | 0.66 | 0.49 | ||
Mexico | 0.48 | 0.43 | 0.47 | 0.47 | 0.44 | ||
Peru | 0.55 | 0.61 | 0.55 | 0.65 | 0.52 | ||
Ecuador | 0.33 | 0.38 | 0.39 | 0.52 | 0.42 | ||
Nicaragua | 0.46 | 0.51 | 0.46 | 0.55 | 0.53 | ||
Guatemala | 0.74 | 0.56 | 0.73 | 0.60 | 0.60 | ||
Honduras | 0.76 | 0.71 | 0.73 | 0.75 | 0.67 | ||
Dominican Republic | 0.48 | 0.41 | 0.55 | 0.43 | 0.43 | ||
Chile | 0.41 | 0.38 | 0.38 | 0.33 | 0.35 |
Source: Prepared by the authors, based on data from the Third Regional Comparative and Explanatory Study (TERCE).
Note: Very small (d ≦ 0.20), small (0.20 < d ≦ 0.50), moderate (0.50 < d ≦ 0.80) and large (> 0.80). Sample after propensity score matching, common support.
Table A1.4
Pupil distribution, by socioeconomic characteristics
(Proportion of the sample)
ARG | BRA | CHL | COL | CRI | DOM | ECU | GTM | HND | MEX | NIC | PRY | PER | URY | Total | |
Sixth grade | |||||||||||||||
Pupil age | |||||||||||||||
11 years | 0.15 | 0.00 | 0.06 | 0.12 | 0.00 | 0.20 | 0.32 | 0.02 | 0.07 | 0.02 | 0.14 | 0.12 | 0.28 | 0.03 | 0.11 |
12 years | 0.68 | 0.27 | 0.76 | 0.49 | 0.52 | 0.43 | 0.54 | 0.23 | 0.5 | 0.72 | 0.46 | 0.62 | 0.51 | 0.77 | 0.55 |
13–15 years | 0.17 | 0.73 | 0.18 | 0.39 | 0.48 | 0.37 | 0.14 | 0.75 | 0.43 | 0.26 | 0.40 | 0.25 | 0.21 | 0.20 | 0.34 |
Girls | 0.49 | 0.52 | 0.51 | 0.5 | 0.5 | 0.51 | 0.47 | 0.49 | 0.5 | 0.5 | 0.54 | 0.51 | 0.5 | 0.52 | 0.5 |
Rural school | 0.34 | 0.18 | 0.22 | 0.38 | 0.09 | 0.35 | 0.27 | 0.66 | 0.55 | 0.27 | 0.51 | 0.39 | 0.31 | 0.14 | 0.34 |
Urban-public school | 0.42 | 0.5 | 0.20 | 0.20 | 0.71 | 0.44 | 0.48 | 0.25 | 0.12 | 0.47 | 0.27 | 0.25 | 0.37 | 0.67 | 0.37 |
Mother’s level of education | |||||||||||||||
No schooling | 0.03 | 0.15 | 0.03 | 0.03 | 0.06 | 0.07 | 0.05 | 0.18 | 0.13 | 0.07 | 0.09 | 0.03 | 0.07 | 0.01 | 0.07 |
[ISCED-P 1-2] | 0.40 | 0.31 | 0.21 | 0.29 | 0.42 | 0.31 | 0.45 | 0.52 | 0.45 | 0.51 | 0.39 | 0.38 | 0.32 | 0.34 | 0.39 |
[ISCED-P 3] | 0.34 | 0.37 | 0.33 | 0.34 | 0.25 | 0.29 | 0.31 | 0.23 | 0.19 | 0.17 | 0.31 | 0.30 | 0.32 | 0.45 | 0.29 |
[ISCED-P 4-5] | 0.14 | 0.03 | 0.19 | 0.17 | 0.15 | 0.08 | 0.03 | 0.04 | 0.05 | 0.05 | 0.06 | 0.11 | 0.16 | 0.09 | 0.10 |
[ISCED-P 6-8] | 0.09 | 0.14 | 0.24 | 0.17 | 0.12 | 0.26 | 0.16 | 0.03 | 0.19 | 0.20 | 0.15 | 0.18 | 0.12 | 0.11 | 0.16 |
Father’s level of education | |||||||||||||||
No schooling | 0.03 | 0.19 | 0.03 | 0.04 | 0.06 | 0.07 | 0.06 | 0.12 | 0.14 | 0.08 | 0.11 | 0.03 | 0.03 | 0.02 | 0.06 |
[ISCED-P 1-2] | 0.48 | 0.36 | 0.22 | 0.33 | 0.44 | 0.39 | 0.44 | 0.52 | 0.46 | 0.49 | 0.39 | 0.37 | 0.30 | 0.43 | 0.40 |
[ISCED-P 3] | 0.33 | 0.31 | 0.32 | 0.34 | 0.23 | 0.27 | 0.30 | 0.26 | 0.16 | 0.16 | 0.29 | 0.31 | 0.36 | 0.41 | 0.28 |
[ISCED-P 4-5] | 0.07 | 0.02 | 0.14 | 0.13 | 0.14 | 0.10 | 0.05 | 0.04 | 0.06 | 0.04 | 0.06 | 0.11 | 0.16 | 0.06 | 0.09 |
[ISCED-P 6-8] | 0.08 | 0.12 | 0.29 | 0.17 | 0.12 | 0.17 | 0.15 | 0.05 | 0.18 | 0.23 | 0.16 | 0.17 | 0.15 | 0.08 | 0.16 |
Third grade | |||||||||||||||
8 years | 0.18 | 0.00 | 0.05 | 0.13 | 0.00 | 0.18 | 0.33 | 0.01 | 0.09 | 0.03 | 0.16 | 0.17 | 0.22 | 0.03 | 0.11 |
9 years | 0.71 | 0.17 | 0.77 | 0.60 | 0.51 | 0.5 | 0.57 | 0.27 | 0.55 | 0.86 | 0.47 | 0.61 | 0.61 | 0.81 | 0.60 |
10–11 years | 0.11 | 0.83 | 0.18 | 0.27 | 0.49 | 0.32 | 0.10 | 0.72 | 0.36 | 0.11 | 0.37 | 0.22 | 0.17 | 0.16 | 0.28 |
Girls | 0.48 | 0.5 | 0.5 | 0.52 | 0.48 | 0.51 | 0.46 | 0.49 | 0.5 | 0.51 | 0.5 | 0.48 | 0.48 | 0.51 | 0.49 |
Rural school | 0.34 | 0.22 | 0.22 | 0.35 | 0.08 | 0.35 | 0.27 | 0.64 | 0.57 | 0.28 | 0.56 | 0.40 | 0.33 | 0.15 | 0.35 |
Urban-public school | 0.40 | 0.46 | 0.18 | 0.22 | 0.72 | 0.38 | 0.48 | 0.25 | 0.11 | 0.44 | 0.22 | 0.23 | 0.35 | 0.64 | 0.36 |
Mother’s level of education | |||||||||||||||
No schooling | 0.02 | 0.14 | 0.02 | 0.03 | 0.06 | 0.08 | 0.05 | 0.16 | 0.13 | 0.06 | 0.10 | 0.04 | 0.08 | 0.01 | 0.06 |
[ISCED-P 1-2] | 0.37 | 0.30 | 0.18 | 0.24 | 0.40 | 0.31 | 0.43 | 0.52 | 0.42 | 0.47 | 0.35 | 0.37 | 0.32 | 0.32 | 0.36 |
[ISCED-P 3] | 0.36 | 0.38 | 0.34 | 0.33 | 0.26 | 0.28 | 0.32 | 0.24 | 0.22 | 0.18 | 0.31 | 0.28 | 0.33 | 0.44 | 0.30 |
[ISCED-P 4-5] | 0.13 | 0.02 | 0.20 | 0.19 | 0.15 | 0.06 | 0.04 | 0.04 | 0.05 | 0.05 | 0.07 | 0.11 | 0.17 | 0.11 | 0.10 |
[ISCED-P 6-8] | 0.11 | 0.16 | 0.25 | 0.20 | 0.13 | 0.27 | 0.15 | 0.04 | 0.19 | 0.23 | 0.17 | 0.20 | 0.11 | 0.11 | 0.17 |
Father’s level of education | |||||||||||||||
No schooling | 0.04 | 0.18 | 0.03 | 0.04 | 0.07 | 0.09 | 0.06 | 0.13 | 0.14 | 0.07 | 0.12 | 0.04 | 0.04 | 0.02 | 0.07 |
[ISCED-P 1-2] | 0.46 | 0.35 | 0.21 | 0.29 | 0.44 | 0.38 | 0.42 | 0.51 | 0.45 | 0.48 | 0.39 | 0.35 | 0.29 | 0.39 | 0.39 |
[ISCED-P 3] | 0.35 | 0.33 | 0.33 | 0.34 | 0.23 | 0.27 | 0.32 | 0.27 | 0.18 | 0.17 | 0.26 | 0.32 | 0.38 | 0.44 | 0.29 |
[ISCED-P 4-5] | 0.07 | 0.02 | 0.15 | 0.15 | 0.14 | 0.08 | 0.06 | 0.05 | 0.07 | 0.05 | 0.07 | 0.11 | 0.16 | 0.06 | 0.09 |
[ISCED-P 6-8] | 0.09 | 0.11 | 0.28 | 0.17 | 0.12 | 0.18 | 0.14 | 0.05 | 0.15 | 0.23 | 0.16 | 0.17 | 0.13 | 0.09 | 0.16 |
Source: Prepared by the authors, based on data from the Third Regional Comparative and Explanatory Study (TERCE).
Note: ISCED: International Standard Classification of Education.
Table A1.5
Mean Third Regional Comparative and Explanatory Study (TERCE) reading and mathematics scores, sixth grade and third grade
ARG | BRA | CHL | COL | CRI | DOM | ECU | GTM | HND | MEX | NIC | PRY | PER | URY | Total | |
Sixth grade | |||||||||||||||
Reading | |||||||||||||||
Girls | 723.2 | 746.1 | 795.7 | 743.1 | 769.1 | 651.8 | 693.7 | 684.8 | 702 | 752.5 | 676.4 | 682.8 | 698.8 | 750.2 | 722.5 |
Pupil age | |||||||||||||||
11 years | 714.9 | 711.6 | 763.5 | 748.2 | 806.9 | 662.6 | 693.5 | 709.1 | 703 | 768 | 683.6 | 687.6 | 723.4 | 761.6 | 707.5 |
12 years | 720 | 759.4 | 791.2 | 756.3 | 771.8 | 656.6 | 712 | 709.2 | 706.1 | 752.7 | 691.1 | 691.8 | 719.9 | 759.1 | 734.6 |
13 years | 668.1 | 752.8 | 776.2 | 725.4 | 767.9 | 629.5 | 664.7 | 694.1 | 701.4 | 747.2 | 658.6 | 634.2 | 643.2 | 680 | 711.9 |
14–15 years | 644.1 | 681.8 | 724.2 | 685.2 | 714.8 | 602.5 | 634.8 | 656.4 | 661.5 | 670.3 | 632.7 | 608.4 | 606.8 | 652 | 652.4 |
Rural school | 679.4 | 682.1 | 750.7 | 696.5 | 734 | 620.4 | 684.2 | 673 | 665.2 | 692.9 | 651.7 | 625.3 | 614.7 | 712.6 | 672.1 |
Urban-public school | 706.6 | 726.2 | 757.2 | 741 | 750.1 | 645.2 | 688.1 | 688.5 | 690.6 | 742.3 | 673.1 | 661.6 | 708.2 | 726.6 | 716.0 |
Father’s level of education | |||||||||||||||
No schooling | 676.6 | 686.9 | 740.5 | 680.6 | 719.9 | 608.7 | 626.1 | 652.3 | 644.4 | 668.2 | 632.4 | 609.7 | 610.7 | 673.6 | 656.1 |
[ISCED-P 1-2] | 689.2 | 725.6 | 745.9 | 700 | 743.1 | 629.3 | 671.1 | 670 | 672.9 | 719.5 | 649.6 | 629.1 | 633.9 | 708.1 | 686.5 |
[ISCED-P 3] | 725.1 | 754.9 | 768.9 | 731 | 767.2 | 643.9 | 711 | 709.7 | 721.5 | 766.2 | 683.2 | 680.1 | 702.7 | 755.9 | 723.4 |
[ISCED-P 4-5] | 733.1 | 745.6 | 797.4 | 770.8 | 802.9 | 661.4 | 739.6 | 735.4 | 741.6 | 792.8 | 700.7 | 714.5 | 757.6 | 794.4 | 756.5 |
[ISCED-P 6] | 746.7 | 805.1 | 826.7 | 802.8 | 807.4 | 675.8 | 759 | 767.6 | 763.9 | 814.8 | 718.4 | 747.5 | 778.7 | 823.2 | 780.8 |
[ISCED-P 7-8] | 799.8 | 820.9 | 844.8 | 835.1 | 835.4 | 698.4 | 785.6 | 795.7 | 773.1 | 827.8 | 740.9 | 752.5 | 822.8 | 850.8 | 806.7 |
Mother’s level of education | |||||||||||||||
No schooling | 676.2 | 682.7 | 742.8 | 666 | 722.7 | 607.1 | 630.7 | 658.2 | 647.4 | 664 | 633 | 606.6 | 607.2 | 667.8 | 654.7 |
[ISCED-P 1-2] | 687.4 | 725.6 | 746.6 | 701.4 | 742.4 | 625.5 | 670 | 676 | 674.1 | 721.1 | 650.1 | 636.4 | 645.9 | 698 | 688.9 |
[ISCED-P 3] | 718.8 | 754.8 | 772.1 | 725.7 | 764.7 | 647.5 | 713.4 | 717.3 | 719.6 | 782.3 | 682.8 | 677.6 | 713.6 | 750.3 | 726.0 |
[ISCED-P 4-5] | 728.5 | 736.3 | 796.4 | 767 | 810.8 | 661.9 | 761 | 760.6 | 738.7 | 791 | 704.6 | 724.6 | 766 | 796.4 | 765.1 |
[ISCED-P 6] | 765.6 | 784.7 | 832.3 | 812.4 | 816.4 | 673.7 | 761.3 | 774.6 | 766.6 | 820.4 | 725.4 | 753.5 | 796.6 | 823.8 | 781.3 |
[ISCED-P 7-8] | 780.7 | 827.3 | 853 | 831.5 | 836.7 | 713.8 | 795.4 | 779.3 | 787.8 | 825.1 | 754.2 | 765.3 | 826.7 | 852.8 | 807.0 |
Third grade reading | |||||||||||||||
Girls | 721.9 | 736.6 | 814.1 | 741.2 | 767.6 | 639.2 | 707.9 | 701 | 711.6 | 748.5 | 678 | 678.6 | 721.9 | 738.9 | 725.4 |
Pupil age |
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
8 years | 714.4 | 793 | 790.4 | 744.8 | 716.1 | 641.5 | 701.3 | 738.7 | 707.8 | 716.9 | 680.8 | 687.5 | 733.6 | 709.8 | 708.7 |
9 years | 719.1 | 752 | 809.7 | 745.8 | 761.6 | 645.7 | 717.3 | 712.9 | 709.2 | 742 | 687.1 | 683.3 | 733.3 | 740.1 | 731.7 |
10 years | 660 | 740.2 | 809.2 | 722 | 768.6 | 603.1 | 690.8 | 713.4 | 714 | 745.2 | 652.8 | 620.6 | 653.9 | 681 | 713.7 |
11 years | 640.3 | 675.3 | 763.6 | 671.7 | 704.5 | 606.7 | 656.3 | 663.4 | 675.8 | 662.5 | 644.8 | 627.8 | 645.4 | 660.5 | 658.6 |
Rural school | 691.2 | 688.3 | 773 | 689.1 | 727.5 | 614.4 | 691.4 | 680.6 | 675.7 | 693.9 | 651.1 | 632.1 | 647.8 | 709 | 677.0 |
Urban-public school | 700.1 | 715.8 | 778.5 | 727 | 747.2 | 621.7 | 702.1 | 706.4 | 702.1 | 724.9 | 672.8 | 662.9 | 727.2 | 713.7 | 713.4 |
Father’s level of education | |||||||||||||||
No schooling | 684.4 | 675.3 | 748.8 | 663.4 | 714.8 | 605.6 | 660.8 | 658 | 662.1 | 663.2 | 644.7 | 601.9 | 645 | 680.1 | 661.2 |
[ISCED-P 1-2] | 691.1 | 717.1 | 769.8 | 696.4 | 741.1 | 616.2 | 683.9 | 678.6 | 684.1 | 711.1 | 652.9 | 637.3 | 661.2 | 695.7 | 688.4 |
[ISCED-P 3] | 721.4 | 745.8 | 793.9 | 728 | 756.4 | 625.2 | 716.9 | 729.2 | 724 | 755.9 | 671.9 | 674.1 | 721.2 | 741.6 | 724.2 |
[ISCED-P 4-5] | 746.8 | 768.6 | 817.8 | 762.9 | 794.7 | 657.9 | 750 | 754.1 | 730.4 | 763.4 | 704.3 | 695.6 | 774.8 | 774.5 | 758.6 |
[ISCED-P 6] | 756.6 | 787.4 | 847.1 | 799.7 | 814.1 | 674 | 761.1 | 785.1 | 774.7 | 804.9 | 722.1 | 737.6 | 791.5 | 790.5 | 780.0 |
[ISCED-P 7-8] | 764.8 | 808.3 | 865.9 | 823.9 | 830.5 | 696.5 | 789 | 793.5 | 793.3 | 823.1 | 738.7 | 725.7 | 813.3 | 815.8 | 809.7 |
Mother’s level of education | |||||||||||||||
No schooling | 678.7 | 667.1 | 758.2 | 664.1 | 702.2 | 604 | 663 | 660.1 | 662.7 | 659.9 | 641.7 | 604.7 | 637.3 | 704.7 | 658.6 |
[ISCED-P 1-2] | 684.5 | 708.6 | 767.6 | 686.5 | 738.4 | 611.2 | 682.7 | 688 | 684.3 | 712.8 | 656 | 638.5 | 669.3 | 688.8 | 688.9 |
[ISCED-P 3] | 720.5 | 742.3 | 795.8 | 728.2 | 766.5 | 627 | 718.9 | 737.7 | 738.1 | 764.1 | 670 | 669.3 | 735.2 | 738 | 728.6 |
[ISCED-P 4-5] | 732.4 | 752.5 | 817.8 | 766.5 | 790.2 | 651.5 | 752.3 | 783.3 | 739.5 | 767.6 | 697.3 | 707 | 781.1 | 768.9 | 765.7 |
[ISCED-P 6] | 750.7 | 793.4 | 852.1 | 796.1 | 810.5 | 671.2 | 760.8 | 798.1 | 765.7 | 802.4 | 733.3 | 740 | 809.4 | 795 | 777.5 |
[ISCED-P 7-8] | 771.3 | 803.5 | 873.6 | 823.7 | 825.6 | 719.4 | 791.9 | 803.7 | 777.9 | 834.6 | 745 | 755.8 | 835.7 | 799.5 | 811.9 |
Sixth grade | |||||||||||||||
Mathematics | |||||||||||||||
Girls | 721.4 | 720.8 | 802.2 | 707.7 | 737.5 | 633.8 | 700.6 | 672.8 | 685.4 | 771 | 650.1 | 657.4 | 707.6 | 767.2 | 713.8 |
11 years | 723.4 | 711.6 | 782.6 | 722.7 | 759.9 | 645.9 | 706.1 | 694.7 | 700.7 | 785.2 | 660.3 | 674.7 | 737 | 791.6 | 707.8 |
12 years | 732 | 745 | 808.7 | 728.1 | 749.8 | 642.4 | 715.6 | 703.5 | 693.4 | 783.8 | 670.4 | 671.7 | 735.5 | 784.1 | 736.3 |
13 years | 690.7 | 740.2 | 801.3 | 708.2 | 745.4 | 625.7 | 683.5 | 687.1 | 694.3 | 774.5 | 637.1 | 633 | 661.8 | 713.7 | 712.2 |
14–15 years | 673.6 | 677.5 | 732.7 | 676.7 | 696.6 | 611.8 | 662.5 | 657.7 | 663.3 | 688.4 | 636.1 | 620.2 | 643 | 679.1 | 657.6 |
Rural school | 700.9 | 681.5 | 762.2 | 682.4 | 707.5 | 620.4 | 691.9 | 671.6 | 666.1 | 732.6 | 640.8 | 633.5 | 644.8 | 750.8 | 677.2 |
Urban-public school | 721.7 | 713.1 | 767.2 | 710.4 | 729.7 | 635.8 | 700.7 | 679.9 | 667.1 | 772.3 | 651 | 644 | 721 | 754.2 | 719.0 |
Father’s level of education | |||||||||||||||
No schooling | 699.6 | 680 | 744.2 | 665.2 | 701.5 | 618.5 | 661.3 | 657.6 | 649.1 | 707.2 | 631.7 | 624.9 | 639.4 | 686.5 | 663.7 |
[ISCED-P 1-2] | 705.9 | 716.8 | 757.6 | 682.1 | 723.7 | 625.3 | 687 | 670.1 | 670.5 | 753.4 | 639.9 | 632.7 | 661.3 | 737.9 | 693.8 |
[ISCED-P 3] | 734.5 | 737.5 | 781.7 | 708.9 | 740.9 | 630.5 | 714.7 | 696.1 | 708.1 | 790.7 | 659.8 | 660.5 | 716.3 | 784.1 | 719.8 |
[ISCED-P 4-5] | 751 | 742.3 | 821.4 | 740.4 | 779.6 | 646.6 | 735.4 | 724.9 | 719 | 804.9 | 677.2 | 685 | 768.9 | 811.2 | 752.3 |
[ISCED-P 6] | 753.5 | 793.3 | 853.9 | 775.9 | 781.9 | 660.2 | 752 | 750.4 | 738.6 | 839.2 | 690.5 | 717.2 | 794.8 | 840.4 | 778.4 |
[ISCED-P 7-8] | 805.7 | 820.6 | 876.3 | 811.3 | 813.9 | 679.6 | 782.3 | 771.7 | 756.7 | 849.4 | 701.5 | 711.1 | 815.1 | 850.4 | 803.7 |
Mother’s level of education | |||||||||||||||
No schooling | 702.2 | 682.5 | 760.5 | 666.2 | 704.6 | 625.2 | 652.1 | 660.8 | 645 | 710.2 | 638.5 | 612.1 | 635 | 698.9 | 665.0 |
[ISCED-P 1-2] | 701.6 | 711.9 | 756.4 | 682.7 | 723.9 | 623.8 | 688 | 672 | 672.1 | 754.8 | 640 | 638.6 | 671.9 | 727 | 696.0 |
[ISCED-P 3] | 727.7 | 737.7 | 786.4 | 704.3 | 741 | 632.9 | 717.4 | 709.1 | 709 | 803 | 658.3 | 660.1 | 726 | 777.6 | 723.3 |
[ISCED-P 4-5] | 755.6 | 734.9 | 822.1 | 740.1 | 785.7 | 644.3 | 750 | 744.2 | 725.2 | 807 | 675.8 | 689.1 | 778.4 | 811.9 | 765.0 |
[ISCED-P 6] | 769.5 | 783.5 | 859.4 | 781 | 791 | 655.1 | 753.5 | 757.4 | 741.8 | 838.9 | 698.9 | 721.2 | 807.9 | 850.6 | 775.6 |
[ISCED-P 7-8] | 786.8 | 826.7 | 881.4 | 805.8 | 811.4 | 674 | 782.6 | 744.5 | 754.9 | 855.2 | 717.2 | 720.8 | 821.5 | 852.8 | 794.9 |
Third grade | |||||||||||||||
Mathematics | |||||||||||||||
Girls | 725.8 | 747.9 | 796.7 | 714.6 | 754.4 | 629.3 | 701.6 | 689.1 | 706.5 | 758.3 | 668 | 672.1 | 712.3 | 748.9 | 719.2 |
Pupil age |
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
8 years | 731.9 | 753.4 | 782.1 | 723.5 | 699.7 | 636.8 | 697.8 | 708.1 | 709.8 | 730 | 675.5 | 676.2 | 730.9 | 727.8 | 705.5 |
9 years | 729.9 | 770.8 | 799.1 | 727.4 | 759.1 | 636.8 | 709.1 | 705.8 | 707.7 | 759.8 | 680.1 | 683.7 | 731.1 | 757.6 | 732.2 |
10 years | 674.4 | 759 | 795.3 | 708.4 | 764.8 | 602 | 688.4 | 708.7 | 713 | 746.9 | 653.8 | 638 | 655.5 | 685 | 714.9 |
11 years | 648.3 | 691.3 | 739.4 | 660.8 | 708.5 | 606.3 | 665.4 | 656.8 | 681.9 | 681.9 | 652.6 | 623.5 | 645.3 | 657.4 | 659.7 |
Rural school | 704.1 | 707.7 | 761.3 | 675.7 | 724.3 | 610.8 | 687.5 | 675.8 | 681.3 | 717.8 | 656.3 | 649.5 | 647.8 | 726.9 | 679.9 |
Urban-public school | 712.3 | 730.6 | 766.2 | 706.8 | 745.2 | 613.8 | 698.7 | 698.8 | 691.3 | 745.4 | 663.8 | 654.3 | 724.8 | 726.1 | 716.0 |
Father’s level of education | |||||||||||||||
No schooling | 679.1 | 694 | 742.9 | 652 | 707.8 | 608 | 673.6 | 647.5 | 667.1 | 690.4 | 654.8 | 621.6 | 629.2 | 691.7 | 665.7 |
[ISCED-P 1-2] | 706.5 | 732.6 | 757.2 | 679.6 | 738.5 | 609.3 | 682.9 | 673.7 | 687.8 | 732.5 | 656.6 | 648.2 | 660.3 | 706.7 | 692.4 |
[ISCED-P 3] | 733.4 | 761.1 | 780.9 | 712.1 | 757.7 | 624 | 711.9 | 722.1 | 721.9 | 770.1 | 661.2 | 667.4 | 720 | 758.9 | 723.2 |
[ISCED-P 4-5] | 749.8 | 798.1 | 810.1 | 744.6 | 786.8 | 655.2 | 722.5 | 748.4 | 729.7 | 774.1 | 687.4 | 690.6 | 774 | 789.4 | 753.4 |
[ISCED-P 6] | 767.5 | 820 | 836.7 | 776.3 | 811.2 | 660.4 | 739 | 779.5 | 763.1 | 810.5 | 712.1 | 726.4 | 790.8 | 815.4 | 775.3 |
[ISCED-P 7-8] | 773.1 | 829.6 | 855.3 | 816.7 | 831.2 | 670.5 | 770.2 | 790.6 | 772.8 | 822.4 | 742.6 | 716.6 | 801.6 | 836.3 | 803.8 |
Mother’s level of education | |||||||||||||||
No schooling | 692.1 | 684.2 | 748.6 | 646.7 | 700.9 | 609.5 | 673.7 | 652.3 | 671.5 | 682.9 | 657.7 | 611.5 | 641 | 695.2 | 663.4 |
[ISCED-P 1-2] | 701.9 | 727.6 | 755.1 | 672.2 | 739 | 608 | 682.4 | 680.7 | 687 | 734.8 | 654.1 | 651.8 | 669.9 | 699.3 | 693.7 |
[ISCED-P 3] | 728.2 | 758.3 | 781.7 | 711.5 | 761.8 | 624 | 713.7 | 733.2 | 732.9 | 779.1 | 666.8 | 667 | 733.9 | 752.5 | 727.7 |
[ISCED-P 4-5] | 745.7 | 775.2 | 810.4 | 747.4 | 789.2 | 638.9 | 725.8 | 770.3 | 740.5 | 782 | 693.7 | 694.3 | 778.6 | 791.3 | 762.5 |
[ISCED-P 6] | 764 | 822.8 | 846 | 773 | 801.2 | 659.6 | 739.5 | 791.4 | 754.7 | 809.8 | 719 | 727.6 | 805.7 | 820.7 | 772.1 |
[ISCED-P 7-8] | 806.4 | 809.7 | 850.1 | 805.4 | 823.5 | 708.3 | 772.9 | 800 | 765.9 | 820.8 | 733.7 | 731.6 | 817.8 | 823.6 | 801.0 |
Source: Prepared by the authors, based on data from the Third Regional Comparative and Explanatory Study (TERCE).
1 TERCE and SERCE are comparable. For details on the historical evolution of this study, see [online] http://www.unesco.org.
2 Although the tests use a scaled score with a mean of 700, the outcome variable has been rescaled to allow interpretation of the results in terms of standard deviations.
3 In addition, it uses senate weights, which are a re-scaling of the originally calculated sample weight within each country to make the population of each country equal to a constant. They are used to perform comparative estimates or analyses across countries, regardless of their population size.
4 Level 3 of the International Standard Classification of Education (ISCED) classification for education programmes (ISCED-Programmes or ISCED-P) corresponds to upper secondary education.
5 The coefficients for the propensity score matching estimates (sample average treatment effect on the treated) are included in annex table A1.2.
6 Because of difficulty accounting for the existing problems concerning the variability of the data for Panama since the creation of the database, the authors opted not to include it in the study.
7 Due to the extent of the calculations, they have not been included in the document but are available on request.
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I. Introduction
The relationship between financial development and economic growth has been discussed extensively in the theoretical and empirical literature.1 The theoretical basis for this relationship dates back to the work of Schumpeter (1934) and, later, McKinnon (1973) and Shaw (1973). Schumpeter (1934) stresses the importance of financial services in promoting economic growth and highlights the circumstances in which financial institutions can actively encourage innovation to promote economic growth, by identifying and financing productive investments. McKinnon (1973) and Shaw (1973) argue that financial repression by governments —through measures such as interest-rate ceilings and channelling credit to priority non-production sectors— hinders financial development, which they consider crucial to economic growth.
According to Levine (1997), the literature on endogenous growth also highlights the importance of financial development for long-term economic growth, owing to the effects of financial systems’ functions on capital accumulation and technological innovation. These functions include mobilizing savings; obtaining information about investment acquisition and resource allocation; monitoring managers and exerting corporate control; and facilitating risk management.
However, some influential economists, such as Robinson (1952) and Kuznets (1955), assert that the role of financial development has been exaggerated or that financial development is a result of the expansion of the real economy. Therefore, counter to the hypotheses of McKinnon (1973), Shaw (1973) and endogenous growth theorists, this would indicate that the causality, if it exists, runs from growth to financial development. In particular, Robinson (1952, pp. 52 and 86) argues that when income grows, the demand for financial services increases, which, in turn, has a positive effect on financial development. If all other factors remain constant, financial development follows production growth and not vice versa.
Patrick (1966) also contributed to this literature by identifying two possible patterns in the causal relationship between financial development and economic growth. The first is demand-following and assumes that the creation of modern financial institutions, their assets and liabilities, and related financial services is in response to demand for these services by investors and savers in the real economy (Patrick, 1966, p. 174). This approach assumes that the financial system can thus support and sustain the leading sectors in the process of growth. In this case, the financial system expands as a result of real economic growth. The second pattern is supply-leading, whereby the creation of financial institutions and the supply of their financial assets, liabilities, and related financial services in advance of demand for them, especially the demand of entrepreneurs in the modern, growth-inducing sectors. The supply-leading pattern has two functions: to transfer resources from traditional (non-growth) sectors to modern sectors (which generate abundant growth); and to promote and stimulate an entrepreneurial response in these modern sectors (Patrick, 1966, pp. 175-176). In addition, Gurley and Shaw (1955) and Goldsmith (1969) argue that more developed financial markets foster economic growth by mobilizing savings and facilitating investment.
Although the earlier literature underscored the importance of financial development in the economic growth process (Gurley and Shaw, 1955; Patrick, 1966; Goldsmith, 1969), there was no compelling theoretical framework until the publication of the articles by McKinnon (1973) and Shaw (1973). According to these authors, excessive government interference in the economy and central bank rules distorts financial markets, affecting decisions on savings and investments. In other words, artificially low (subsidized) interest rates depress the economy because, by not encouraging resources to be channelled into savings, they reduced investment efficiency and, ultimately, hamper economic growth in developing countries.
McKinnon and Shaw propose that developing countries should focus on liberalizing financial markets by deregulating interest rates and allowing financial institutions to allocate credit based on the viability and productivity of borrowers, their businesses or projects. The authors argue that market forces must determine the interest rate in the banking sector —banks generally being the only organized financial institutions in developing countries— to ensure the efficient allocation of resources for investment and, therefore, faster economic growth.
It is thought that financial liberalization or deregulation, in the form of increasing interest rates, not only results in a more efficient allocation of resources, but also to an increase in loan funds, as it encourages households to deposit their savings with bank which, in turn, leads to greater investment and economic growth.2 McKinnon and Shaw’s approach depicts a theoretical relationship between financial liberalization and economic growth and thus implicitly shows that financial development leads to economic growth, as Schumpeter (1934) does.
The emergence of endogenous growth theory in the 1980s (Romer, 1986, 1990; Lucas, 1988; Barro, 1991) revived interest in the relationship between financial development and economic growth. As a result, numerous studies attempted to explain how the functions of the financial sector can affect the rate of endogenous economic growth (Greenwood and Jovanovic, 1990; Bencivenga and Smith, 1991; Saint-Paul, 1992; King and Levine, 1993a, 1993b; Roubini and Sala-i-Martin, 1992; Pagano, 1993; Bencivenga, Smith and Starr, 1996; Blackburn and Hung, 1998; Deidda, 2006). These studies explicitly model the role of financial intermediaries —including gathering and analysing information, distributing risk and providing liquidity—, revealing that, in general, financial development promotes growth (Levine, 1997).
However, Robinson (1952), Lucas (1988), Stern (1989), Chandavarkar (1992), Stiglitz (1994) and Singh and Weisse (1998) question the importance of the financial system in promoting economic growth. In particular, Lucas (1988, p. 6) asserts that “the importance of financial matters is very badly over-stressed” and Chandavarkar (1992, p. 134) observes that none of the pioneers of development economics mention the financial system as a development factor. Lastly, Singh and Weisse (1998) highlight the risks of financial collapse and economic recession as a consequence of rapid deregulation of financial systems previously controlled through state mechanisms.
These theoretical discussions reveal that there is no consensus on the role of the financial sector in economic growth or on the direction of causality between the financial sector and economic growth. However, the debate over whether the financial sector drives economic growth or vice versa has significant political implications for developed and developing countries. As Levine (1998) observes, empirical evidence on the causal relationship between financial development and economic growth can help governments determine whether financial sector reforms should be prioritized. Proponents of the first of these two viewpoints (Schumpeter, 1934; Gurley and Shaw, 1955; Goldsmith, 1969; McKinnon, 1973; Shaw, 1973; Greenwood and Jovanovic, 1990; Bencivenga and Smith, 1991; King and Levine, 1993a, 1993b; Roubini and Sala-i-Martin, 1992; Pagano, 1993) suggest that government policies should be geared towards improving the financial system, since financial development has considerable causal effects on growth. In contrast, supporters of the second viewpoint (Robinson, 1952; Lucas, 1988; Stern, 1989; Chandavarkar, 1992; Stiglitz, 1994) argue that government policies to improve the financial system have limited effects on growth, as the impact of financial development on economic growth is insignificant (Xu, 2000, p. 332).
The divergent theoretical approaches to the relationship between finance and growth discussed above show that economists and policymakers still face a dichotomy between the supply-leading and demand-following schools of thought (Murinde, 1996; Murinde and Eng, 1994a, 1994b; Shen and others, 2001; Deidda, 2006). The contradictory results of numerous empirical studies for groups of countries and for specific countries preclude a robust conclusion and instead seem to deepen the existing dichotomy because of their ambiguity (Lawrence, 2006).
Thus, the extensive and growing body of literature on this subject can be summarized in two main trends. On one hand, some cross-cutting and panel data studies find that financial development has a positive impact on production growth, controlling for potential simultaneity biases, omitted variables and country-specific unobserved effects. On the other hand, time series studies sometimes show one-way causality running from financial development to economic growth, sometimes two-way causality and sometimes reverse causality.
Overall, the vast body of literature on the subject indicates that country-specific studies must be conducted to better understand the causal relationship between financial development and economic growth, using a diversified set of financial measures and credit policies and bearing in mind that the institutional, economic and social specificities of each country greatly influence the relationship.3 As Crocco, Santos and Amaral (2009) note, little attention has been paid to studying the regional aspects of this relationship.
Empirical evidence from Brazil on the relationship between financial system development and economic growth can be found in the studies by Arraes and Teles (2000), Monte and Távora Júnior (2000), Matos (2002), Marques Jr. and Porto Jr. (2004), Rocha and Nakane (2007) and Missio, Jayme Jr. and Oliveira (2010). In general, the results of these studies reveal a positive one-way relationship between financial development and economic growth. In other words, the data support the hypothesis that the financial system induces growth in the Brazilian economy, satisfactorily resolving the dichotomy in international literature.
One aspect that is not addressed in the first studies on the impact of financial development on economic growth in Brazil is that all the aforementioned works assume a linear relationship between financial development and economic growth. However, the traditional linear specification between finance and growth implicitly assumes that this relationship remains constant at different levels of financial development. This presupposition ignores the fact that financial development entails dynamic change. As countries grow, their financial sector develops and even their financial structure can change. Patrick (1966) emphasizes in his theoretical framework that, at certain stages, economic growth is beneficial to financial development. Bencivenga, Smith and Starr (1995) maintain that, depending on the level of financial liquidity, reducing transaction costs may encourage, stunt or have no impact on economic growth. It is therefore essential to bear in mind that the roles played by the financial sector in the economy may vary according to the sector’s activity and economic growth.
More recent studies have questioned the assumption of linearity and suggested that the relationship between financial development and economic growth is non-linear. These studies examine the existence of a curb on the finance-growth relationship, by applying either an exogenous threshold on an ad hoc basis, as in Rioja and Valev (2004a, 2004b), or an endogenous threshold technique, as in Deidda and Fattouh (2002).4
The theoretical model of Hung (2009) demonstrates that financial development is capable of making loans viable for consumption and investment purposes. While investment loans promote economic growth, consumer loans have the opposite effect. Consequently, the effect of financial development on economic growth depends on the relative magnitude of these two different channels. The main result of the model reveals that the initial level of financial development plays a key role in determining the relative magnitudes of the two channels that affect economic growth, generating non-linear relationships between financial development and economic growth.
In the specific case of Brazil, the regional inequalities argument can be extended to its financial sector: as the level of financial development in Brazil varies from state to state, the effects on economic growth are different (non-linear relationship between financial development and economic growth). Ultimately, this would indicate which levels of financial development are linked to the greatest benefits in terms of economic growth.
However extensive, the aforementioned literature has significant limitations. Firstly, these studies ignore the fact that the relationship between growth and financial development changes according to the level of financial development (Hung, 2009) and the level of national economic development (Deidda and Fattouh, 2002). Secondly, studies that adopt non-linear modelling by applying quadratic methods or thresholds may ignore other possible non-linear relationships between finance and growth. For example, an asymmetric relationship between finance and growth may suggest that a well-developed financial system generates more economic growth in less developed countries or vice versa (Shen and others, 2011).
For this reason, the flexible regression model proposed by Hamilton (2001) is used in this study. The flexible regression model can be considered to be exploratory data analysis to find the functional form that best represents the inference about the conditional expectation function, on the basis of observed data. It therefore has the following advantages over the aforementioned methods: (i) it allows for testing of non-linearity; (ii) it identifies which variable contributes to the non-linearity; (iii) it determines the form of the relationship between the dependent variable and the conditional expectation function; and (iv) it does not impose an ex ante functional form: instead, the functional form is the result of a stochastic process.
A second limitation is that there is still little research, in the case of Brazil, that takes into account the regional angle of the relationship among the variables in question.5 The regional angle refers to the impact of the functioning of the financial system on economic growth in territorial subdivisions of Brazil (such as regions, states and municipalities). This is important because there are deep regional inequalities within Brazil, as is well known.
This paper therefore seeks to develop these two approaches. This article is divided into four sections, including this introduction. The methodology for addressing non-linearity between the dependent variable and the independent variables is set out in section II. The procedures adopted for empirical analysis and the data used are described in section III and the results obtained are presented and examined. The conclusions are outlined in section IV.
II. Methodology: the flexible regression model
To address the non-linearity between economic growth and financial development, we have applied the flexible regression model developed by Hamilton (2001), who used the concept of a random field to detect, with certainty, non-linearity in data.6 In this context, we are interested in the non-linear regression denoted by:
yt = μ(xt) + Ɛt, t = 1, 2, K, T (1)
where yt is a scalar, xt = [xit ] is an observed vector for the k explanatory variables, over time t, Ɛt is an error with mean zero and constant variance, independent of the lagged values xt and yt, and μ(xt ) indicates the conditional expectation function E(y / x). The nature of μ(xt) is key for Hamilton (2001), who considers it to be:
μ(xt ) = α0 + α` xt + λm(goxt ) (2)
where α0 and λ are scalar parameters, α = [αi ] and g = [gi ] are parameter vectors for dimension k, m(·) is a realization of a random field stochastic process, and indicates element-by-element multiplication. It is assumed that nature generates m(·) and, consequently, μ(xt ) before all observations and independently of them. Having established μ(xt ), the values for Ɛt and xt are generated, and yt is determined through equation (1).
Interpretation of the parameters of (2) is fundamental when applying the method developed by Hamilton (2001). The scalars λ and gi, i = 1, 2, ..., k, characterize the relationship between m(·) and the conditional expectation function μ(x1, x2, ..., xk ). Specifically, λ is a measure of the total weight of process m(·) in the conditional expectation, while the magnitude of gi indicates the degree of non-linearity associated with the respective xi. Therefore, if λ = 0 then m(·) does not contribute to the determination of the conditional expectation; in this context, (1) becomes the generalized linear model. Similarly, gi = 0 implies that the conditional expectation is linear in xi, while gi ≠ 0 indicates a non-linear relationship in xi. The usual interpretations are made of the other parameters, namely α0 and αi.
For any x, m(x) is a realization of the random field and is distributed
m(x) ~ N(0,1), E[m(x)m(z)] = Hk(h)
where m(z) is a realization of the random field to choose an arbitrary point z and the covariance function given by
(3)
where 0 < h ≤ r being a scalar and Gk (h,r)= dz the volume of a k-dimensional spheroid, with h=(1/2)[(x−z)' (x−z)]1/2 based on the Euclidean distance.
1. Econometric procedures
Neither the conditional function μ(xt ) nor the parameter vector υ = (α0,α',σ,g',λ)' offer any inference, as m(·) is latent. Hamilton proposes representing equations (1) and (2) in the form of generalized least squares (GLS) to enable division of the unobserved part m(x) into residuals. Hamilton thus reformulated the model as:
y=Xβ+u,
where
Assuming Ɛt is normal, and based on (1), (2) and (3) the result is
Y ~(Xβ,C+σ2 IT), (4)
where Y is a T-dimensional vector of observations of the dependent variable in (1), X is a T x (k+1) observation matrix of the K explanatory variables and a column of ones associated with the intercept, β=[α0 α']' is the parameter vector of dimension (k+1) of the linear component of the conditional expectation, C=[λ2 Hk (hts )] is a variance-covariance matrix of dimension T x T whose typical element is given by λ2 Covk (m(goxt ), m(goxs )) and hts is half the distance between goxt and goxs. The log likelihood function associated with (4) is given by:
(5)
Hamilton suggests using the maximum likelihood estimate (MLE) with a recursive formulation to obtain the parameters of υ. However, to simplify the numerical optimization process, (5) can be rewritten. Conditional on an initial set of parameters, namely λ and g, defining ζ=λ/σ, ψ=[β' σ2]', as the (k + 2) dimensional vector of parameters for the linear part of the model, θ=[g',ζ ]' as (k + 1) dimensional vector of the non-linear component and W(X;θ)=ζ 2 C*+IT, where C*=λ–2C, the right-hand side (1.9) can be rewritten as:
...(6)
The parameters of the linear part, that is to say β and σ2, which maximize (6) for a given θ can be calculated analytically as:
...(7)
...(8)
It is therefore possible to write the concentrated log likelihood function as:
...(9)
Numerical optimization of (9) provides the maximum likelihood estimate of the parameters .
2. Non-linearity test
Given the structure of equations (1) and (2), linearity can be tested using λ or the vector g, two parameters that capture linearity and curvature, respectively. If the null hypothesis H0 : λ2= 0 is not rejected, the non-linear component λm (g o xt ) in equation (2) disappears. Furthermore, if the null hypothesis H0 : g = 0 is rejected, this indicates that the variable in question contributes non-linear proprieties to the model. Hamilton (2001) proposes a λ-test, called (g), based on the Euclidean distance measure and a Hessian information matrix. The Lagrange multiplier (LM) statistic for the non-linearity test can be calculated as:
(10)
where M=IT – X(X' X)–1 X'.
However, the proposed (g) statistic poses a problem, since the parameter vector g is not identified in the null hypothesis. To this end, Dahl and González-Rivera (2003) propose various statistical tests for non-linearity, which circumvent the problem of unidentified parameters in the null hypothesis of linearity and that are robust to the specification of the covariance function that defines the random field.
To resolve the problem of the unidentified parameter vector g, Dahl and González-Rivera (2003) proposed two versions of the modified λ-test, based on the Minkowski distance measure. One way of avoiding the identification problem is to fix g. This method assumes full knowledge of the covariance matrix, H(g), associated with the random field. This version of the statistic , which is based on the known covariance function, can be calculated as follows:
(11)
where k = vec(IT −uu' / σ2).
Another approach that seeks to resolve the identification problem is to use the Taylor expansion method and auxiliary regressions to approximate the unknown covariance matrix. This version of the λ-test, denoted as , is not dependent on the unidentified parameters of g. The statistic
, which is based on the unknown covariance function, can be calculated as follows:
(12)
where and k indicate the number of non-linear variables.
Another type of problem arises when λ cannot be identified in the H0 : g=0 null hypothesis. Fixing λ, Dahl and González-Rivera (2003) propose the g-test, denoted as gOP, which has the advantage of being immune to the problem of the λ parameter in the null hypothesis. The LM statistic can be expressed as:
(13)
3. Data and procedures
To test the non-linearity model outlined in section II.2, a strategy similar to that of King and Levine (1993a), Rocha and Nakane (2007) and Missio, Jayme Jr. and Oliveira (2010) is adopted. Thus, empirical analysis will be limited to examining the impact of seven financial variables, namely: (i) government demand deposits; (ii) private sector demand deposits; (iii) fixed-term deposits; (iv) savings deposits; (v) credit transactions; (vi) discounted loans and securities; and (vii) financing. These variables are used in an effort to capture the extent to which the financial system is developed based on five indicators: market size; level of market activity (two indicators); demand deposits; and fixed-term deposits.
Specifically: (i) the proxy variable to measure market size (Mkt_size) is constructed using the ratio of liabilities (sum of demand deposits and fixed-term deposits) to the state’s gross domestic product (GDP); (ii) the proxy variable to measure the first indicator of market activity (Mkt_activ1) is constructed using the ratio of financial system credit to state GDP; (iii) the proxy variable for the second indicator of market activity (Mkt_activ2) is constructed as the ratio of the sum of discounted loans and securities and financing to state GDP; (iv) the demand deposits variable (Vari_dep) is the sum of private sector demand deposits and public sector demand deposits and; finally, (v) fixed-term deposits (Fix_dep).
A strategy was therefore adopted to measure the concept of financial development using alternative methods, in order to capture as many dimensions as possible and thus increase the robustness of the tests.
The following control variables are used: the number of years of study of the population over 25 years of age as a proxy for qualification (Educ1), which is important for understanding technological development; the degree of openness of each state (calculated as the ratio of the sum of exports and imports to state GDP) (Openness) and three variables representing government expenditure in the health (Health), education (Educ2) and judicial (Judi) sectors, all defined as a proportion of state GDP.
The data for the research were obtained from the Brazilian Institute of Geography and Statistics (IBGE), the Ministry of Development, Industry and Foreign Trade (MDIC), the National Treasury (STN) and the Central Bank of Brazil (BACEN). The data are annual and cover the period 1995–2014. Table 1 summarises the data used, the period of analysis, the unit of measurement and the source of the data. All the monetary data were corrected using the Getulio Vargas Foundation’s general price index (IGP-DI), with 2010 as the base year.
The analysis period was chosen in order to achieve two objectives: (i) to obtain the largest possible series of data simultaneously available for all the study’s variables; and (ii) to analyse the period following the adoption of the Real Plan.
The first objective is closely linked to the quality of the estimates to be made in the study, given that the greater the number of observations, the greater the probability of obtaining desirable properties in the maximum likelihood estimator,7 such as consistency, asymptotic normality, asymptotic efficiency and invariance (Johnston and Dinardo, 1997, pp. 162–163).
Table 1
Description of data used to verify non-linearity between economic growth and financial development
Data | Period | Unit of measurement | Source |
Government demand deposits | 1995–2014 | R$ 1 000 from 2010 | BACENa |
Private sector demand deposits | 1995–2014 | R$ 1 000 from 2010 | BACEN |
Fixed-term deposits | 1995–2014 | R$ 1 000 from 2010 | BACEN |
Savings deposits | 1995–2014 | R$ 1 000 from 2010 | BACEN |
Credit transactions | 1995–2014 | R$ 1 000 from 2010 | BACEN |
Discounted loans and securities | 1995–2014 | R$ 1 000 from 2010 | BACEN |
Financing | 1995–2014 | R$ 1 000 from 2010 | BACEN |
State– GDP per capita | 1995–2014 | R$ 1 000 from 2010 | IBGEb |
State GDP | 1995–2014 | R$ 1 000 from 2010 | IBGE |
Number of years of study of the population aged over 25 | 1995–2014 | Number of years of study (average) | IBGE |
State exports | 1995–2014 | R$ 1 000 from 2010 | MDICc |
State imports | 1995–2014 | R$ 1 000 from 2010 | MDIC |
Government expenditure on health | 1995–2014 | R$ 1 000 from 2010 | STNd |
Government expenditure on education | 1995–2014 | R$ 1 000 from 2010 | STN |
Government expenditure on the judiciary | 1995–2014 | R$ 1 000 from 2010 | STN |
Source: Prepared by the authors.
a Central Bank of Brazil.
b Brazilian Geographical and Statistical Institute.
c Ministry of Development, Industry and Foreign Trade.
d National Treasury.
Given that the central bank only began to publish agency balance sheets by municipality and state in 1995, in its Bank Statistics by Municipality (Estatística Bancária Por Município, ESTBAN), that year was chosen for the beginning of the analysis period.8 The end of the analysis period was set as 2014, in line with the period in which data are available.
The second objective is to frame the study in a period that, according to Modenesi (2010), constitutes one of the most significant in contemporary Brazilian economic history, following five consecutive failed attempts to combat inflation that determined the direction of the country’s economic policy for a decade, namely: the Cruzado Plan (1986), the Bresser Plan (1987), the Summer Plan (1989), the Collor Plan I (1990) and the Collor Plan II (1991). It was not until 1994 that the Real Plan interrupted the long process of chronic high inflation, which had intensified from the mid-1980s onwards.
This context is fundamental to studying the effects of financial development on economic growth, since the economic stability provided by the Real Plan extended the planning horizons of economic agents, by stimulating demand for financial products to make long-term investments held to maturity (Stulz, 2000).
In addition, the work of Rousseau and Wachtel (2001), which analyses the relationship between financial development and economic growth for a sample of 84 countries in the period 1960–1995, shows that there is a 13% to 25% threshold for the inflation rate, below which financial development can induce economic growth. When the inflation rate exceeds this threshold, financial development does not appear to stimulate economic growth. In contrast, this relationship becomes significantly positive when the inflation rate is between 6% and 8%.
Taking into account the above, and with a view to conducting an initial investigation into the relationship between economic growth and financial development and comparing estimates with the flexible regression model, the following linear panel models are estimated:
where αi represents the specific constant for each state, capturing the effect of the omitted variables in the model; β1, i = 1, ...,6, are the angular coefficients of the linear part of the model and εit are the random error terms.
To further this research and analyse the relationship between economic growth and financial development, and to test whether that relationship is, in fact, linear, the following flexible regression models are estimated:
where αi represents the specific constant for each state, capturing the effect of the omitted variables on the model, β1, i = 1, ...,6, are the angular coefficients of the linear part of the model, εit are the random error terms, and g1 characterize the relationship between the random field and the conditional expectation function μ(xt ).
III. Results and analysis
Map 1 provides a spatial context for the five financial development indicators used, by presenting the average values of the indicators over the 1995–2014 period, in four quartiles, for all Brazilian states.
Map 1
Brazil: geographical distribution by quartile of five financial development indicators by state
Source: Prepared by the authors.
Analysis of map 1 shows that, for indicators Vari_dep and Fix_dep (see maps 1A and 1B), the states with the highest level of financial development are mainly in the South and South-East Regions. In the case of the Mkt_size indicator, the states with the greatest financial development are in the South, South-East and North-East Regions. Specifically, the states of Bahía, Sergipe, Pernambuco and Rio Grande do Norte, which are all in the North-East Region.
Lastly, in the case of the indicators Mkt_activ1 and Mkt_activ2, the regions with the highest levels of financial development are the South, South-East and Central-West Regions. In short, irrespective of the financial development indicator used, the states of the South and South-East Regions generally have the highest levels of financial development.
Table 2 presents the results of models (14) to (18) and of the Chow and Hausman tests to indicate whether the panel data should be viewed as pooled data against fixed effects or fixed effects against random effects.
Table 2
Linear panel models with fixed effects for five financial development indicators
Variables | (1) | (2) | (3) | (4) | (5) |
Constant | 7.5479*** (0.0679) [0.0000] | 7.6581*** (0.0621) [0.0000] | 8.2716*** (0.0794) [0.0000] | 8.2082*** (0.0760) [0.0000] | 8.3855*** (0.0796) [0.0000] |
Vari_dep | 0.0523*** (0.0043) [0.0000] | - | - | - | - |
Fix_dep | - | 0.0472*** (0.0031) [0.0000] | - | - | - |
Mkt_size | - | - | 0.0457*** (0.0040) [0.0000] | - | - |
Mkt_activ1 | - | - | - | 0.0378*** (0.0033) [0.0000] | - |
Mkt_activ2 | - | - | - | - | 0.0448*** (0.0035) [0.0000] |
Openness | 0.0069NS (0.0063) [0.2760] | 0.0143** (0.0059) [0.0160] | 0.0119* (0.0064) [0.0620] | 0.0164** (0.0064) [0.0110] | 0.0145** (0.0062) [0.0200] |
Educ1 | 0.6098*** (0.0379) [0.0000] | 0.5776*** (0.0349) [0.0000] | 0.6854*** (0.0353) [0.0000] | 0.7123*** (0.0337) [0.0000] | 0.6332*** (0.0354) [0.0000] |
Educ2 | -0.0477*** (0.0104) [0.0000] | -0.05019*** (0.0099) [0.0000] | -0.0512*** (0.0106) [0.0000] | -0.0561*** (0.0106) [0.0000] | -0.0476*** (0.0103) [0.0000] |
Health | 0.0374*** (0.0090) [0.0000] | 0.0355*** (0.0085) [0.0000] | 0.0369*** (0.0092) [0.0000] | 0.0447*** (0.0093) [0.0000] | 0.0363*** (0.0089) [0.0000] |
Judi | -0.0054** (0.0023) [0.0200] | -0.0058*** (0.0022) [0.0070] | -0.0052** (0.0023) [0.0270] | -0.0059** (0.0023) [0.0120] | -0.0060*** (0.0023) [0.0090] |
Chow test | [0.0000]*** | [0.0000]*** | [0.0000]*** | [0.0000]*** | [0.0000]*** |
Hausman test | [0.0000]*** | [0.0000]*** | [0.0000]*** | [0.0000]*** | [0.0000]*** |
Observations | 540 | 540 | 540 | 540 | 540 |
R2 | 0.69 | 0.70 | 0.68 | 0.68 | 0.63 |
Source: Prepared by the authors.
Note: *** Significant at 1%, ** significant at 5% and NS not significant. The values in parentheses and square brackets correspond to the standard deviation and the p-value, respectively.
The results presented in table 2 indicate that the estimated panel models should consider the fixed effects transformation, since the Hausman and Chow tests were statistically significant at 1% for all the models in question.
With the exception of the variable Openness in model (14), all of the control variables were statistically significant at the commonly-used levels of significance (1%, 5% and 10%). In addition, all of the proxy variables for financial development were positive and statistically significant at 1%. Therefore, the results presented in table 2 indicate that the relationship between financial development and economic growth in Brazilian states in the period from 1994 to 2014 is positive and linear.
All the panel models were estimated using the fixed effects transformation, rather than the random effects model, to control for unobserved heterogeneity, since, according to Wooldridge (2001), in this context the sample coincides with the population and each observation for a Brazilian state, i.e. panel member, represents itself and was not sampled randomly.
Table 3 contains the results of models (19) to (23) and non-linearity tests (10), (11), (12) and (13).
Table 3
Non-linear flexible models for five financial development indicators
Variables | (1) | (2) | (3) | (4) | (5) |
Constant | 0.0176NS (0.0209) [0.4001] | 0.0101NS (0.0153) [0.5095] | 0.0113NS (0.0238) [0.6351] | -0.0044NS (0.0218) [0.8401] | 0.0053NS (0.0206) [0.7971] |
Vari_dep | 0.0680*** (0.0132) [0.0000] | - | - | - | - |
Fix_dep | - | 0.0433*** (0.0081) [0.0000] | - | - | - |
Mkt_size | - | - | 0.0413*** (0.0147) [0.0051] | - | - |
Mkt_activ1 | - | - | - | 0.0322*** (0.0126) [0.0109] | - |
Mkt_activ2 | - | - | - | - | 0.0464*** (0.0106) [0.0000] |
Openness | 0.0099* (0.0059) [0.0939] | 0.0157*** (0.0056) [0.0052] | 0.0159*** (0.0062) [0.0106] | 0.0185*** (0.0061) [0.0025] | 0.0183*** (0.0058) [0.0017] |
Educ1 | 0.4422*** (0.0414) [0.0000] | 0.4780*** (0.0346) [0.0001] | 0.6308*** (0.0358) [0.0000] | 0.7076*** (0.0320) [0.0000] | 0.5375*** (0.0372) [0.0000] |
Educ2 | -0.0439*** (0.0093) [0.0000] | -0.0503*** (0.0090) [0.0000] | -0.0525*** (0.0101) [0.0000] | -0.0632*** (0.0102) [0.0000] | -0.0507*** (0.0098) [0.0000] |
Health | 0.0304*** (0.0081) [0.0002] | 0.0303*** (0.0078) [0.0001] | 0.0371*** (0.0087) [0.0000] | 0.0495*** (0.0089) [0.0000] | 0.0395*** (0.0087) [0.0000] |
Judi | -0.0041** (0.0021) [0.0514] | -0.0038** (0.0020) [0.0580] | -0.0050** (0.0022) [0.0234] | -0.0054*** (0.0022) [0.0144] | -0.0054*** (0.0021) [0.0104] |
0.0601*** (0.0019) [0.0000] | 0.0575*** (0.0018) [0.0000] | 0.0652*** (0.0020) [0.0000] | 0.0651*** (0.0021) [0.0000] | 0.0622*** (0.0019) [0.0000] | |
0.5038*** (0.0926) [0.0000] | -0.5761*** (0.1526) [0.0002] | 0.5001*** (0.1587) [0.0017] | 0.5003** (0.2240) [0.0259] | 0.5020*** (0.1340) [0.0002] | |
Vari_dep (g1) | 0.9664*** (0.2170) [0.0000] | - | - | - | - |
Fix_dep (g1) | - | 2.1403 (0.0710) [0.0000] | - | - | - |
Mkt_size (g1) | - | - | 1.0182*** (0.0081) [0.0000] | - | - |
Mkt_activ1 (g1) | - | - | - | 0.9025** (0.0169) [0.0000] | - |
Mkt_activ2 (g1) | - | - | - | - | 0.8470*** (0.0144) [0.0000] |
Log L | 743.65900 | 759.17876 | 699.53436 | 699.81553 | 724.35636 |
| [0.001] *** | [0.001] *** | [0.001] *** | [0.011]*** | [0.001] *** |
| [0.001] *** | [0.001] *** | [0.001] *** | [0.017]*** | [0.001] *** |
| [0.001] *** | [0.001] *** | [0.001] *** | [0.900]NS | [0.001] *** |
gOP -test | [0.001] *** | [0.001] *** | [0.001] *** | [0.982]NS | [0.001] *** |
Source: Prepared by the authors.
Note: *** Significant at 1%, ** significant at 5% and NS not significant. The values in parentheses and square brackets correspond to the standard deviation and the p-value, respectively.
In models (1), (2), (3), (4) and (5) of table 3, the financial development indicators for which are, respectively, Vari_dep, Fix_dep, Mkt_size, Mkt_activ1 and Mkt_activ2, all variables were statistically significant at the commonly-used levels of significance (1%, 5% and 10%).
For the control variables, these models indicate a direct relationship between the explanatory variables Openness, Educ1 and Health and the dependent variable of state GDP per capita. In the case of the control variables Educ2 and Judi, the opposite occurs.
For the financial development indicators, the five models presented a positive relationship with state GDP per capita, as evidenced by the signs of the coefficients of the linear part of Vari_dep, Fix_dep, Mkt_size, Mkt_activ1 and Mkt_activ2.
The parameters σ, ζ and g1, which capture the part of the non-linear relationship between the financial development indicators and state GDP per capita, were statistically significant at 1% and 5% (in the case of model (4) for the ζ coefficient).
Given that the tests ,
,
and gOP were significant at 1% for models (1), (2), (3) and (5), it can be inferred that there is a non-linear relationship between Vari_dep, Fix_dep, Mkt_size and Mkt_activ2 and state GDP per capita. The
and gOP tests for model (4) are the exception, as they were not statistically significant, even at 10%. However, all of the other tests were significant at 1%.9
In light of the results presented in table 3, a researcher who had considered the results obtained in table 1 to be valid, would have been led into error, as it would be assumed that relationship between economic growth and financial development was linear, when in fact it is not for any of the five indicators analysed.
Non-linearity tests only tell part of the story, since they are tests in which the null hypothesis assumes a linear relationship between the dependent variable and the independent variable being considered. Thus, rejection of the null hypothesis under these tests means that this relationship can take any form (non-linear), except linear.
Thus, one question that has not yet been answered is: what is the precise form of the relationship between the five financial development indicators and state GDP per capita? Figure 1 attempts to answer this question, by plotting state GDP per capita against the five financial development indicators.
Figure 1
Non-linear relationship between per capita GDP and five financial development variables
Source: Prepared by the authors.
Note: The solid line in each graph represents the estimated conditional expectation function value of the respective financial development variable. The dashed lines indicate 95% confidence intervals of these estimated values.
As described by Hamilton (2001), it is possible to calculate the value of any z of interest from the values of ϑ={β0,β1,...,β6,ζ,g1,σ}, denoted as z*. This calculation is the inference about the conditional expectation function value μ(z*) when the explanatory variables assume the value represented by z* and when the parameters assume the value estimated by the model.
Thus, figure 1A plots Ê [μ(Dep_Vista)|YT ] against Vari_dep, figure 1B Ê [μ(Fix_Dep)|YT ] against Fix_dep, figure 1C Ê [μ(Tam_Merc)|YT ] against Mkt_size, figure 1D Ê [μ(Mkt_activ1)|YT ] against Mkt_activ1 and figure 1E Ê [μ(Mkt_activ2)|YT ] against Mkt_activ2. The dashed lines indicate 95% confidence intervals.
As shown in figures 1A and 1B, Vari_dep begins to have significant effects on levels of state GDP per capita only once it reaches values of around -1 and, in the case of Fix_dep this occurs for values just below -1. The effect is then positive and significant up to values of 0.5. The gradient appears to even out before 0.5 for Vari_dep and 0.8 for Fix_dep, after which the effect is less significant, as evidenced by the smoother and more horizontal gradient, similar to that seen with values less than -1.
Although the Mkt_size indicator (see figure 1C) follows a similar pattern, a more pronounced oscillation is observed for values from -1.6 to -0.4. Although there are positive effects on state GDP per capita, they are less intense and are observed in a narrower band of Mkt_size, from -0.4 to 0.2.
Figure 1D shows an inverted U pattern for the relationship between Mkt_activ1 and state GDP per capita, with a positive effect from around -1 to 0. The effect then becomes negative, before turning positive again from around 0.5 onwards.
Finally, figure 1E charts a pattern that is qualitatively similar to those displayed in figures 1A, 1B and 1C. When the value of Mkt_activ2 is between -2 and -0.5, it has a positive but less significant effect on state GDP per capita. For values between -0.5 and 0.2, a positive and significant effect is shown. Above this value, the gradient is gentler but still positive, reflecting the limit to which Mkt_activ2 can affect state GDP per capita.
In short, in the general context of the Brazilian reality, it is not possible to reject the existence of a non-linear relationship between financial development and economic growth, which becomes significant at intermediate and high values of financial development. In addition, when the proxy variable Mkt_activ1 is used, financial development reaches an inflection point, after which its effect on economic growth diminishes. According to Stengos and Liang (2004), one possible explanation for this inflection point is that when market activity reaches a certain level, financial intermediaries find it more difficult to finance lucrative projects and, consequently, end up financing less profitable projects. This results in a less efficient allocation of resources, which translates into lower economic growth.
From an empirical point of view, an initial hypothesis to explain the results obtained relates to the income levels of the Brazilian states. These results are similar to those found by Rioja and Valev (2004b), which classify countries into three different groups according to income level. In regions characterized by low income levels, most of which include very poor countries, increases in the level of financial development did not have statistically significant effects on economic growth. In middle-income regions, changes in the level of financial development are clearly the most effective at producing positive impacts on economic growth. Finally, in high-income regions, additional increases in the level of financial development have a positive effect on economic growth, albeit a small one.
Jalilian and Kirkpatrick (2005) also segment the effects of financial development on economic growth, indicating that financial development generates economic growth in low-income countries, but that this is not the case in high-income countries. Chen, Wu and Wen (2013) study the relationship between financial development and economic growth in Chinese provinces and produce results opposite to those of Jalilian and Kirkpatrick (2005), namely that financial development has a marked positive effect on economic growth in high-income provinces, but a pronounced negative effect on low-income provinces. According to Xu (2000), financial development has a negative impact on economic growth in low- and middle-income countries, but this does not occur in the high-income group of countries. Masten, Coricelli and Masten (2008) obtain similar results.
A second hypothesis is linked to the level of financial development of the Brazilian states. In this regard, Minier (2003) argues that while financial development and economic growth are positively correlated in countries with a high level of financial development, this correlation does not seem to be maintained in countries where the level of financial development is low. Rioja and Valev (2004a) also argue that the relationship between financial development and economic growth varies according to the country’s level of financial development. Specifically, the study revealed that financial development had a significant positive impact on economic growth in countries with medium and high levels of financial development, but a negligible effect in countries with low levels of financial development.
From the theoretical point of view, there are three perspectives that can explain the results. The first one of these was developed by Bencivenga, Smith and Starr (1995). According to the model developed by these authors, the transaction costs incurred in the financial intermediation process have a direct impact on economic growth. Economies with high transaction costs have at their disposal short-gestation capital production technologies. Thus, reductions in transactions costs can lead to the use of longer gestation capital production technologies that are more transaction-intensive, and to an increase in the interest rates on savings. However, such reductions do not necessarily result in a higher economic growth rate. This is because an increase in the liquidity of financial markets can cause a change in the composition of savings, which favours the holding of financial assets at the expense of the initiation of new capital investment. When this effect is large enough, improvements in the liquidity of financial markets will reduce the economic growth rate. Conversely, if sufficiently large reductions in transactions costs lead to the adoption of longer maturity capital investments of sufficiently greater productivity, then capital market improvements will enhance economic growth.
The second perspective relates to the work of Hung (2009), whose theoretical model demonstrates that financial development is capable of making loans viable for consumption and investment purposes. While investment loans promote economic growth, consumer loans have the opposite effect. Consequently, the effect of financial development on economic growth depends on the relative magnitude of these two different channels. The main result of the model reveals that the initial level of financial development plays a key role in determining the relative magnitudes of the two channels that affect economic growth, generating non-linear relationships between financial development and economic growth.
Lastly, the third aspect refers to the model of Deidda and Fattouh (2002), in which financial intermediation emerges and produces effects on economic growth only when the income of an economy reaches a certain level. According to Deidda, compared to self-financing, financial intermediaries allocate savings —net of transactions costs— to more productive investments. However, whenever firms operate a technology that is more productive and more capital-intensive than that available to households, the growth effect of financial development is ambiguous.
This result, which is in principle contradictory, can be explained by the fact that a more capital-intensive technology might pay a higher return to savers, even if the costs of financial intermediation are so high that production, and thus growth, fall relative to self-financing. Consequently, households might prefer to save through intermediaries instead of self-financing investments, even when consumption of resources by the financial sector yields a lower growth rate than would be the case in a self-financing situation.
The overlapping generations structure of the model is the key to the incentive mechanism for households. While the generation responsible for the transition enjoys a higher return on savings, the consequences of the possibly negative growth effect of financial development are felt by future generations of workers. Thus, if financial development reduces growth, these workers will receive lower incomes than they would have under self-financing.
Furthermore, whenever the process of financial development is sustainable, the credit market becomes more competitive and efficient over time and thus favours economic growth (Deidda, 2006).
IV. Conclusions
The relationship between financial development and economic growth has been extensively discussed in the literature, particularly as regards the supply-leading or demand-following debate. However, it is only in recent years that the supposedly linear functional form of this relationship has been questioned, with it being argued that it depends above all on a region’s level of income and of financial development.
This study therefore attempts to analyse the functional form of the relationship in the case of Brazil, through a panel of the country’s 27 states covering the period from 1995 to 2014. For this purpose, the flexible regression model developed by Hamilton (2001) was applied. This model consists of a parametric approach in which a functional form is not applied, a priori, to the relationship between the explanatory variable and the dependent variable. This methodology makes it possible to explicitly test whether the functional form found is linear or non-linear.
The results obtained show that there is a positive non-linear relationship between financial development and economic growth for the five financial development indicators used. The overall impact of financial development on economic growth was shown to be positive and significant for intermediate to high levels of financial development. The exception was the financial market activity indicator comprising the ratio of credit transactions to state GDP, which revealed a decreasing effect on economic growth under high levels of financial development, evidenced by an inverted U-shaped relationship, similar to the results produced by Stengos and Liang (2004).
One possible explanation for this inflection point is that when market activity reaches a certain level, financial intermediaries find it more difficult to finance lucrative projects and, consequently, end up financing less profitable projects. This results in a less efficient allocation of resources, which translates into lower economic growth.
In light of the above, it appears that regional inequalities between Brazilian states end up influencing the effect financial development has on economic growth, since two well-defined forms of the relationship between these variables have been identified. In one, financial development is limited and has little effect on economic growth, while in the other, the level of financial development is medium or high and has a positive and significant impact on economic growth.
In this regard, the results support the argument that policies aimed at promoting financial development cannot be implemented homogeneously throughout the national territory, since they will have different effects on economic growth. In other words, different regions cannot be treated as if they were identical.
This indicates a need to prioritize policies to increase income through financial development in regions where such development is limited, given that, when intermediate or high levels of financial development are reached, it is these regions that reap the greatest rewards in terms of economic growth. Moreover, fostering financial development policies in regions where such development is already high could have an adverse impact, negatively affecting economic growth.
The main limitations of the study are that the proxy variables for financial development only capture the banking sector, neglecting the portion of financial development related to the capital market, and they only cover depository units, excluding other financial intermediaries such as development agencies; savings and loan associations; exchange bureaus; development banks; investment banks; mortgage companies; central credit unions; credit institutions; credit, financing and investment firms; building societies; and microfinance firms.
However, if the analysis were carried out in terms of volume of resources and not of omitted agents, this distortion would be greater, since it excludes, for example, investment banks and the capital market which, according to Assaf Neto (2015), are the main drivers of medium- and long-term credit in the market and responsible for providing the economy with permanent resources by extending loans to those agents lacking resources for investment in working capital and fixed capital. Nevertheless, this limitation does not appear to have a qualitative effect on the results, since in the theoretical and empirical literature financial agents are treated in a homogeneous manner when defining the term “financial development”. As Levine (1997) notes, since they play a key role in the financial system of an economy, financial agents will promote “financial development” by reducing transaction and information costs between savers and investors.
Another limitation of the study is that the empirical model specification used accepts the results presented to date regarding the one-way causality of financial development on economic growth in Brazil (Arraes and Teles (2000), Monte and Távora Júnior (2000), Matos (2002), Marques Jr. and Porto Jr. (2004), Rocha and Nakane (2007) and Missio, Jayme Jr. and Oliveira (2010)). In this regard, the non-linear relationships identified presuppose unilateral causality between the variables.
This article and previous research on the subject provide some guidelines for future studies. The first is the need for more in-depth regional studies, since financial development is inextricably linked to institutional and economic factors that are specific to each region. The second is that, while most studies focus on determining the impact of financial development on economic growth, little attention has been paid to the factors that may or may not bring about financial development. Analysis of how government intervention and sector-specific policies of liberalization or financial repression affect financial development would fill a gap in the literature. Lastly, new proxies must be developed to capture other aspects of financial development in order to shed light on other points of view and give new impetus to research on the subject.
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Commodities represent the lion’s share of Colombia’s exports, and the terms of trade are directly determined by the prices of these commodities, making a detailed analysis of this variable’s impacts on the country’s economy essential. This paper examines the effects of terms-of-trade shocks on output, investment, consumption, the trade balance, the real exchange rate and inflation in Colombia. An extensive database comprising 129 variables of economic activity in 2001–2016 was used, along with a FAVAR model. The results suggest that terms-of-trade shocks have significant impacts on the Colombian economy, as they explain roughly 5% of the variation in the country’s economic activity, 8% in investment, 6% in the trade balance and 1% in the real exchange rate.
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I. Introduction
The terms of trade represent the ratio of a country’s export prices to its import prices, which indicates the purchasing capacity generated by exports. The exogenous nature of the terms of trade sheds light on the effects of external shocks on different economic sectors.
A large percentage of the exports of many developing countries, unlike those of industrialized countries, consists of raw materials or commodities, which makes them more vulnerable to terms-of-trade shocks. According to Fernández, González and Rodríguez (2015), the average percentage of commodities exported by developing countries is more than double that of industrialized countries. By their very nature, commodity prices are highly volatile because of relatively inelastic supply and demand1 in the short term (Sinnot, Nash and de la Torre, 2010). According to the same authors, terms-of-trade volatility is highest for fuel-exporting countries, followed by other commodity exporters and then by countries that specialize in manufacturing exports. The economic effects of terms-of-trade shocks do not depend solely on their magnitude and the type of product exported, but also on the openness of the economy to international markets. According to Ortiz (2016), since the 1990s several South American countries have implemented the neo-liberal model without diversifying production, which has increased these economies’ exposure to external disturbances. As a result, these disturbances have had an immediate impact on public revenues and fiscal aggregates (World Bank, 2000).
Terms-of-trade shocks are especially significant for Colombia given that in 2015, exports accounted for 15% of GDP (World Bank, 2016) and commodities accounted for 80% of these exports. Oil (40%), coal (13%), coffee (7%) and nickel (1%) represented more than half of the country’s exports.2
The aim of this paper is to quantify and explain the effects of terms-of-trade shocks on macroeconomic variables in Colombia, mainly output, investment, consumption, the trade balance, the real exchange rate and inflation. The methodology used combines vector autoregressive models and dynamic factor models. It was proposed by Bernanke, Boivin and Eliasz (2005) and is called the factor-augmented vector autoregressive (FAVAR) approach. The advantage of FAVAR models is that they use countless macroeconomic variables and eliminate the data limits of VAR models, which guarantees a broader analysis of the effects of terms of trade on economic activity. They also reduce the anomalies that could generate omitted-variable biases.
For this analysis, in addition to the above-mentioned variables, 129 quarterly macroeconomic series corresponding to 2001–2016 were used. Given the apparent absence until now of empirical research that employs FAVAR models, or that reflects such extensive use of economic variables in the analysis of terms-of-trade shocks, the main aim of this article is to provide a broader perspective of the relative importance of the terms of trade for different macroeconomic variables in Colombia.
After the introduction, the paper is divided as follows: section II includes a literature review of studies previously carried out at the international level and in Colombia; section III defines the terms of trade, explains how they are modelled and describes the trends they have reflected in recent years, as well as their link with the main macroeconomic variables in Colombia; section IV includes a description of the empirical methodology used; section V presents the data and section VI includes an analysis of the empirical results. Lastly, section VII presents the conclusions.
II. Literature review
This section describes the studies carried out by different authors on the impact of terms-of-trade shocks in developed and emerging economies for which commodities represent a large percentage of exports.
On the basis of the assumption that commodity-exporting countries are more likely to feel the effects of terms-of-trade shocks, several authors have observed that different economic aggregates such as GDP, investment, consumption and the exchange rate are the most affected variables, but the magnitude of the impact is determined by the economic characteristics of the country or by the methodology used. In the 1990s, Mendoza (1995) examined the relationship between terms of trade and business cycles, using a theoretical model applied to 23 developing countries and 7 industrialized countries. The results show that terms-of-trade shocks explain between 37% and 56% of the actual variability of GDP in developing countries, compared with 33% in industrialized countries. Schmitt-Grohé and Uribe (2015) developed a model similar to that of Mendoza (1995) and estimated structural vector autoregression (SVAR) using data from 38 poor and emerging countries to evaluate the effect of the terms of trade. The theoretical model indicates that terms-of-trade shocks account for about 30% on average of the variation in output, consumption and investment in those countries. By contrast, the empirical results of the SVAR model point to a variation of roughly 10% in these aggregates. These results are consistent with those obtained by Broda (2004), who concluded, on the basis of an analysis of 75 developing countries, that terms-of-trade shocks account for less than 10% of real GDP volatility.
The evidence shows a greater impact of terms-of-trade shocks in developing countries which export mainly commodities, although the effect of variations in the prices of these products in oil-exporting developed countries is also significant. Andrews and Rees (2009) conducted a study to examine the effects of the terms of trade on the Australian economy and concluded that if the volatility of annual terms of trade growth was greater by one standard deviation, the volatility of shocks to annual GDP growth and annual inflation would be 1.1 percentage points and 1.2 percentage points greater, respectively. Meanwhile, Jääskelä and Smith (2013), also focusing on Australia, used a VAR model to observe the response of inflation, output, interest rates and exchange rates to three types of external terms-of-trade shocks. The results show that the terms-of-trade shocks explain two thirds of the variation in the real exchange rate, but less than one fifth of the variation in the other variables. On the basis of the same methodology used by Jääskelä and Smith (2013), Karagedikli and Price (2013) concluded that external terms-of-trade shocks explain around 20% of the fluctuations in GDP in New Zealand. In the case of Canada, Charnavoki and Dolado (2014) proposed a structural dynamic factor model to identify the main global shocks that drive world commodity prices. The results indicate that a positive global demand shock leads to an improvement of 0.04% in the terms of trade.
Latin America is especially likely to suffer from the effects of terms-of-trade shocks as most of its countries are dependent on commodities, which accounted for more than 80% of the region’s total exports in 2014. According to Ben Zeev, Pappa and Vicondoa (2016) —on the basis of the theoretical model used in Schmitt-Grohé and Uribe (2015) and a VAR model— the terms of trade explain, on average, 25% of output fluctuations in both the theoretical and empirical models for Argentina, Brazil, Chile, Colombia, Ecuador, Mexico and Peru. Izquierdo, Romero and Talvi (2008) examined terms-of-trade fluctuations in Argentina, the Bolivarian Republic of Venezuela, Brazil, Chile, Colombia, Mexico and Peru, and concluded that an increase of almost two percentage points in the terms of trade generates an increase in GDP growth of just 0.21% in the second quarter following a shock. Meanwhile, Ahmed (2003) found that terms-of-trade shocks explain, on average, less than 8% of output fluctuations for Argentina, the Bolivarian Republic of Venezuela, Brazil, Chile, Colombia and Mexico. On the basis of a variance decomposition applied to Peru, Castillo and Salas (2012) concluded that terms-of-trade shocks explained approximately 90% of the fluctuations in output, investment and consumption at the 10-year horizon.
Despite the importance of the terms of trade in commodity-dependent economies, there are few studies on Colombia that evaluate the impact of terms-of-trade shocks on economic activity. In general, the effects of terms-of-trade shocks on macroeconomic variables are evaluated separately in specialized literature. For example, Arteaga, Granados and Joya (2013) analyse the impact of the terms of trade on the real exchange rate. Meanwhile, Gaviria (1993) examines the effect of terms-of-trade shocks on private saving, and Parra (2008) and Hernández (2013) evaluate the impact of fluctuations in the terms of trade on Colombia’s GDP. It is important to highlight the work of Hernández (2013), who concluded that the terms of trade account for between 27% and 33% of the quarterly variability in GDP. Hence, although there are papers which analyse the impacts of the terms of trade on different variables, for the time being there are no studies which incorporate a broad set of variables that largely describe national economic activity or that evaluate the responses of these variables to fluctuations in the terms of trade. This research paper seeks to close this gap, using a FAVAR model which, unlike vector autoregressive models, allows the estimation of the dynamic responses of a large number of home variables to foreign shocks (Mumtaz and Surico, 2009). Moreover, it aims to provide an alternative to the disconnect between the theoretical and empirical models, as outlined by Schmitt-Grohé and Uribe (2015) and Aguirre (2011), who advise the application of another methodology that guarantees a better interpretation of data.
III. Terms of trade and the Colombian economy
What follows is a descriptive analysis of the terms of trade in Colombia and the variables most affected by terms-of-trade shocks, by authors such as Hernández (2013), Schmitt-Grohé and Uribe (2015) and Castillo and Salas (2012).
The data that will be used to model the terms of trade derive from the index developed by the central bank (Bank of the Republic) using implicit prices and based on the methodology of the chained Paasche index proposed by Garavito and others (2011). Equation (1) shows the general structure of the terms-of-trade index (ITI) through the ratio of the chained Paasche index of export prices (IPX,t) to that of import prices (IPM,t) for the period t:
(1)
On the basis of this methodology, figure 1 shows the terms-of-trade index of Colombia. The most significant piece of information shown in the figure is the improvement in the terms of trade from the 2000 decade onward. According to authors such as Jenkins (2011) and Sierra (2015), this derived from the boom in commodity prices resulting from the increase in demand from China and India and the decline in global manufactured goods prices in the first decade of the twenty-first century. Most Latin American countries became the largest suppliers for Asian countries as a result of this strengthening of their terms of trade. The figure also shows a deterioration in the terms of trade in mid-2008 owing to the global financial crisis, and another decline in 2014 stemming from the sharp drop in oil prices.
Figure 1
Colombia: terms-of-trade indices, 1995–2016
Source: Bank of the Republic of Colombia, 2016.
Given the large share of commodities in Colombia’s exports, the relationship between the prices of these commodities and the terms of trade is analysed graphically. Figure 2 shows the prices of coffee3 (dashed line) and of oil4 (solid line) in Colombia in 1980–2016. These products are highlighted because they have accounted for the largest share of Colombian exports in the past few decades. Coffee became a symbol of the national economy in the 1970s thanks to the coffee bonanza, as it represented more than 50% of total exports (60% in the late 1970s) (Cano and others, 2012). Between 1980 and 2016 we compute a correlation of 0.57 between the terms-of-trade index and coffee prices, compared with 0.37 with regard to oil prices. Nonetheless, the share of oil in total exports rose sharply in the mid-1990s, and since 1995, oil has been Colombia’s main export. In the past three decades (1995–2016), we have calculated a positive correlation of 0.88 between the terms of trade and oil prices, compared with 0.65 with regard to coffee prices. This indicates that fluctuations in the oil price now play an important role in the evaluation of the terms of trade in Colombia.
Figure 2
Oil and coffee prices, 1980–2016
(US$ per barrel and per pound)
Source: International Monetary Fund (IMF).
With regard to the other commodities exported by Colombia, such as coal and nickel, we have calculated correlation of these prices to the terms of trade of 0.7 and 0.4 for the period between 1980 and 2016, respectively.
According to the above-mentioned literature, the terms of trade also affect the following variables: GDP, investment (gross fixed capital formation), total consumption, the trade balance, the real exchange rate index and total inflation. Figure 3 shows the trends in these variables in recent years. In the period between 2001 and 2016, our calculation of the correlation between the terms of trade and these variables reveals a positive value of 0.5 for GDP, which is close to the 0.35 determined by Hernández (2013). There is also a positive correlation between the terms of trade and investment (0.59) and consumption (0.54). According to Parra (2008), terms-of-trade shocks result in stronger investment and consumption owing to the reallocation of capital to productive areas. Meanwhile, we computed a high positive correlation of 0.82 between the terms of trade and the trade balance, and a negative correlation of 0.9 between the terms of trade and the real exchange rate index. This result is in line with that obtained by Poncela, Senra and Sierra (2017) who concluded, for example, that the income derived from stronger oil prices generates an influx in foreign currency that in turn causes the real appreciation of the peso versus the dollar. Lastly, our calculation of the correlation between the terms of trade and inflation reflects a negative value of -0.7.
Figure 3
Trend in variables, 2001–2016
Source: Bank of the Republic of Colombia and National Administrative Department of Statistics (DANE).
The impact of a positive terms-of-trade shock on each variable is explained below.
Given the relationship between the terms of trade and the different economic aggregates in Colombia, and in light of their exogenous nature, a positive terms-of-trade shock owing to, for example, stronger export (commodity) prices generates inflows of foreign currency into the country. This in turn incentivizes applications for credit, especially in the sector benefiting from the boom, in this case commodities, and favours investment as a result. Stronger inflows of foreign currency boost all sectors that produce commodities (directly and indirectly) and consumption, and as indicated by Hernández (2013), increase financial sector profits and government income (higher tax revenues). The local currency appreciates in real terms, first because of nominal appreciation owing to foreign currency inflows, and second because of higher prices resulting from stronger aggregate demand. An indirect negative effect, which has been overlooked often in the analysis of terms-of-trade impacts, is the weight of the real appreciation of local currency on the competitiveness of the export sector, which leads to a decline in value added and employment in these sectors (see Sierra and Manrique, 2014; Peláez and Sierra, 2016). The methodology proposed for this study incorporates all interactions of the economy with positive and negative effects, depending on the sector, in the face of a positive terms-of-trade shock, and determines the net impact of the shock on the overall economy.
IV. Methodology
The following section describes the empirical methodology used to observe the effect of terms-of-trade shocks on different national macroeconomic variables. The FAVAR methodology of Bernanke, Boivin and Eliaz (2005) is employed, as it can be used to evaluate the persistence of exogenous shocks over time through the impulse response functions of a large number of macroeconomic variables. Unlike VAR models, it incorporates factors that provide enough information to broadly capture and identify the simultaneous movements of economic activity. It also partly reduces dimensionality problems.
1. FAVAR models
Yt is an Mx1 vector of economic variables that are observable or of interest: terms of trade, output, investment, consumption, trade balance, exchange rate and inflation, for t = 1, 2, ...T periods. It can be concluded, as is normally the case with VAR models, that there is additional information not fully captured by Yt and that may be relevant to modelling the dynamics of this series. Nonetheless, this set of data that is excluded because of the limits of the empirical model can be summarized by a Kx1 vector of unobservable factors, Ft. The (Ft,Yt) dynamic may be represented by a VAR model, as shown in the following equation (2):
(2)
where Φ(L) is a conformable lag polynomial of finite order d, and the error term, vt, is mean zero with covariance matrix Q.
To estimate the factors, Ft, dynamic factor models —originally proposed by Geweke (1976) and developed extensively by Stock and Watson (2002, 2005, 2011)— are used. The static representation of these models is as follows:
Xt = ΛFt + et (3)
where Xt is an Nx1 vector that contains a broad data set (129 observable time series, which do not include the variables of interest). It is assumed that this vector of information Xt can be represented as the sum of two unobservable components: one or some components common to all variables, Ft, and an idiosyncratic component, et, specific to each variable. In equation (3), Λ is an NxK matrix of factor loadings (the term ΛFt refers to common components of Xt) and the error term, et, is mean zero with normal distribution, with dimension Nx1. This last term may present weak cross-correlation to the extent that it captures the idiosyncratic component.5
In keeping with Bernanke, Boivin and Eliasz (2005), the FAVAR model is based on a two-step estimation method: the first step consists of the estimation of the spaces spanned by the factors, through k principal components of Xt, and the second step involves the estimation of the equation (2) through the standard vector autoregressive method, which requires the replacement of Ft with (estimated factors). This method is characterized by its computational simplicity and strong robustness for cross-correlation in the error component (Stock and Watson, 2005). Forni and others (2000, 2005) demonstrate the coherence of the principal component predictor when the number of series N and the dimension T tend to infinity. Meanwhile, Bai and Ng (2002) state that the estimates are coherent when min {N,T } is 40 or larger.
The information criteria proposed by Bai and Ng (2002) are used to determine the number of factors to include in the second step. The generalized impulse response functions proposed by Pesaran and Shin (1998) are also estimated: unlike the impulse response functions determined by the Cholesky method, these are invariant to the ordering of the variables in the VAR.
V. Data
The database used comprises the variables mentioned previously (terms of trade, output, investment, consumption, trade balance, exchange rate and inflation) and 129 macroeconomic series that represent different categories of the Colombian economy. The number of variables per category is indicated in parentheses: economic activity (23), external sector (23), real exchange rate (5), prices (31), monetary aggregates (16), total national employment (6), non-financial public sector (7), foreign investment inflows into Colombia (12) and interest rates (6). The study includes a balanced panel composed of quarterly data for 2001–2016. The period was selected first on the basis of the availability of data with no methodological changes and because it excludes the turning point in the 1990s of the opening of Colombia’s economy, which increased exposure to external shocks. The period following 2001 is also interesting as it includes the impact on Latin American countries’ terms of trade when China became a member of the World Trade Organization (WTO) in 2001, as indicated in section III. The period was characterized by the strong growth of Asian economies, mainly China, which boosted the terms of trade of Latin American countries (Sierra, 2015).
Before transforming the series, outliers were eliminated, in keeping with Stock and Watson (2002), who state that those data change the estimation method of the estimated factors for principal components, as they significantly increase the value of variance. Therefore, time series regression with ARIMA noise, missing values and outliers, developed by Gómez and Maravall (1998), is used to automatically detect outliers. This method uses specification: lnXi,t εit + outliers, where Φi(B) is an autoregressive polynomial of order pi, θi(B) is a moving-average polynomial of order qi with the backwards operator B and Δ is the differencing operator (1–B).
The model described in section IV explains that the Xt variable matrix must be stationary, and thus before the estimation of the model a unit root test was carried out with intercepts and trends, using the tests suggested by Dickey and Fuller (1979) and Phillips and Perron (1988). Annex A1 includes information on the variables of interest and the 129 series used and their respective transformations. Lastly, after being converted to stationary, the series are standardized to reflect sample mean zero and variance equal to one, in keeping with Stock and Watson (2011).
VI. Empirical results
This section describes the results obtained from the estimation of the FAVAR model (equation (2)) outlined in section IV. The estimation defined Yt observable variables and extracted Ft unobservable factors of the 129 remaining series. This section is divided into four subsections: estimation of factors, impulse response functions, variance decomposition and robustness tests.
1. Estimation of the number of factors
Of the three penalty functions proposed by Bai and Ng (2002), the first two include four factors, while nine factors are used in the third. Table 1 summarizes the results of the information criteria.
Table 1
Number of estimated factors using the information criteria of Bai and Ng (2002)
Sample | Period | Number of observations | IC1 | IC1 | IC1 |
Complete | First quarter of 2001 to first quarter of 2016 | 61 | 4 | 4 | 9 |
Source: Prepared by the authors.
Note: IC stands for information criteria.
As indicated, the first principal component is chosen from the block of remaining variables (129) and through the analysis of the principal components. It explains approximately 18% of the variance of this group, as outlined in table 2, and is labelled factor 1 or real exchange rate, owing to its weight in the series and the correlation of 0.7 with the real exchange rate index. The following factor accounts for approximately 16% of variance and is labelled factor 2 or monetary aggregates, owing to its weight in monetary aggregates and the positive correlation of 0.7 with the M1 variable. Meanwhile, factor 3, which explains roughly 13% of variance, corresponds to prices in light of the positive correlation of 0.5 with the series of the consumer price and producer price indices. Factor 4, which accounts for roughly 10% of variance, refers to the economic activity resulting from the positive correlation of 0.5 with the consumption and GDP growth variables. The first four factors described account for roughly 57% of total variance. Each factor from number five onward explains less than 5% of variance, which supports the selection of four factors.
Table 2
Factors derived from the analysis of principal components
Factor number | Value | Difference | Proportion | Cumulative value | Cumulative proportion |
1 | 18.117920 | 2.40323 | 0.1342 | 18.11792 | 0.1342 |
2 | 15.714690 | 2.41727 | 0.1164 | 33.83262 | 0.2506 |
3 | 13.297420 | 3.52985 | 0.0985 | 47.13004 | 0.3491 |
4 | 9.767571 | 3.08406 | 0.0724 | 56.89761 | 0.4215 |
5 | 6.683512 | 0.945658 | 0.0495 | 63.58112 | 0.4710 |
6 | 5.737855 | 0.587268 | 0.0425 | 69.31898 | 0.5135 |
7 | 5.150586 | 0.624079 | 0.0382 | 74.46956 | 0.5516 |
Source: Prepared by the authors.
2. Impulse response functions
Figures 4, 5 and 6 show the results of the estimation of accumulated impulse responses to generalized positive shocks in the terms of trade index (TTIt ) for three observable macroeconomic series (investment, It; trade balance, TBt; and total consumption, Ct) with a 95% confidence interval and over a period of 10 quarters. This involves the selection of four factors (real exchange rate, monetary aggregates, prices and economic activity) and three lags, given that the model is robust and consistent in the evaluation of the assumptions for residuals (see annex A2). The results reveal a significant positive effect of the terms of trade on economic activity (factor simulating GDP), investment and the trade balance. By contrast, with regard to the real exchange rate (factor simulating the real exchange rate index) a significant negative effect is observed, while for prices (factor representing inflation) and total consumption, the impact is insignificant.
Figure 4
Accumulated impulse response of economic activity and investment to generalized one standard deviation innovations in the terms-of-trade index
Source: Prepared by the authors.
Figure 5
Accumulated impulse response of the trade balance and real exchange rate to generalized one standard deviation innovations in the terms-of-trade index
Source: Prepared by the authors.
Figure 6
Accumulated impulse response of monetary aggregates, prices (inflation) and total consumption to generalized one standard deviation innovations in the terms-of-trade index
Source: Prepared by the authors.
In general, responses are coherent and comprehensible and based on economic theory, but different from the results obtained by other authors in terms of the magnitude of the impact. With regard to economic activity, the results suggest that a positive shock affecting the terms-of-trade index begins to be significant from the first quarter and lasts for a total of four. If the positive shock in the terms of trade derives from stronger export prices, the increase in economic activity resulting from that shock can be considered temporary, not permanent, as explained by Parra (2008). With regard to investment, the response is considered significant in the second quarter, but the effect of the shock lasts only a short while, just one quarter. This can be explained by the fact that the positive terms-of-trade shock directly and favourably affects the country’s output through the trade balance, which boosts income and subsequently investment. In other words, investment is subject to the terms-of-trade impact through variations in output or income.
Meanwhile, the impact on the trade balance is significant and positive, and lasts approximately five quarters from the beginning of the shock onward. This effect is the result of the positive terms-of-trade shock triggering an increase in the domestic production of exported goods. Observation of the real exchange rate indicates an inverse and prolonged response (approximately three quarters), which results in appreciation of the local currency versus the dollar because of strong foreign exchange inflows into the country. The short-term effect of this appreciation on manufacturing sectors depends on the exposure of each sector to external markets and the composition of inputs (imported or domestic). According to Sierra and Manrique (2014) and Peláez and Sierra (2016), the real appreciation of the peso negatively affected 50% of industrial value added (18 sectors) and 31% of total employment (18 sectors) in 2000–2010. Meanwhile, it positively affected 4% of total value added (4 sectors) and 3% of total manufacturing employment (7 sectors). Nonetheless, this appreciation had no significant impact on 38 sectors that account for 45% of the total value added of manufactured goods or on 34 sectors that represent 66% of the total employment in the manufacturing sector.
Lastly, an analysis of the remaining factors, monetary aggregates, prices and total consumption, leads to the conclusion that a terms-of-trade shock does not have a significant impact on those variables. This is supported by Parra (2008), who found that the effects of terms-of-trade shocks in the 2000 decade resulted in appreciation of the local currency given the revaluation of the dollar that lasted until 2008. After analysing consumption, he inferred that the terms-of-trade shocks did not alter aggregate price levels. This means that the increase in oil prices in 2003–2014 and the strong appreciation of the peso did not give way to inflation. Therefore, it is important to highlight that inflation is not triggered by external shocks in this particular case.
Overall, the results show that the terms of trade have a significant impact on a set of macroeconomic variables, which largely summarize the behaviour of economic activity coherently and in line with expectations.
3. Variance decomposition
Error variance decomposition indicates how much movement in a series derives from specific innovations compared with those relating to the other variables included in the model. In other words, this methodology captures the different components that help to isolate the percentage change in each variable because of the innovation, which makes it easier to identify the relative dependence of each variable on the rest. The method used is Cholesky orthogonalization applied to FAVAR residuals.
Cholesky decomposition assumes the ordering of variables according to their degree of contemporaneous endogeneity. The variables are thus organized from most endogenous to most exogenous as follows: economic activity, total consumption, investment, prices, monetary aggregates, trade balance, real exchange rate and terms-of-trade index. In the case of Colombia we assume exogeneity in the terms of trade, for three reasons: Colombia is a relatively small open economy that does not influence international prices; as indicated in section III, there is a strong correlation between the terms of trade and oil prices, which are determined at the international level; and lastly, there is a study that demonstrates the exogeneity of the terms of trade of Latin American countries (see Ben Zeev, Pappa and Vicondoa, 2016).
The results of the variance decomposition with a finite horizon of 20 quarters are summarized in table 3. They show that 5% of the variability of economic activity is explained by changes in the terms of trade. Consumption and monetary aggregates also reflect variability of 5%. Meanwhile, variability of the trade balance, prices and the real exchange rate are 6%, 4% and 1%, respectively. Lastly, investment reflects variability of 8% owing to changes in the terms of trade.
Table 3
Variance decomposition of selected variables of interest
Variables | Percentage of variance explained by the terms of trade |
Economic activity (GDP) | 5.00 |
Total consumption | 5.00 |
Monetary aggregates | 5.00 |
Trade balance | 6.00 |
Prices (inflation) | 4.00 |
Real exchange rate | 1.00 |
Investment | 8.00 |
Source: Prepared by the authors.
Investment is undoubtedly the variable most affected by terms-of-trade shocks, and accounts for one quarter of GDP. An improvement in the terms of trade boosts investment, especially in the commodity export sector, because marginal profitability is a function of projected export prices. Our results are not in line with those obtained for other countries by authors such as Castillo and Salas (2012), according to whom terms-of-trade shocks explain roughly 90% of fluctuations in output, investment and consumption at the 10-year horizon for the Peruvian economy. Hernández (2013) concluded that 27%–30% of variations in Colombian output were explained by the terms of trade. Meanwhile, Arteaga, Granados and Joya (2013) determined that an increase in terms of trade caused a decline of 50% in the real exchange rate. Although our results coincide with those of other studies relating to the effects of the terms of trade on variables, the magnitude of the impact is smaller.
For authors such as Hernández (2013), Schmitt-Grohé and Uribe (2015) and Broda (2004), the magnitude of the impact of terms-of-trade shocks on different economic aggregates varies significantly, owing mainly to the methods used. Simulation-based models, such as the one developed by Mendoza (1995), indicate that terms-of-trade shocks have significant impacts on the economic activity of the countries reviewed, while VAR models reveal similar but smaller effects. It is argued that the disconnect between the two methodologies is the result of the scarcity of data or of the lags used in the empirical models. In other words, the model suffers from lag-truncation bias (Chari, Kehoe and McGrattan, 2008). The main advantage of FAVAR models, as an alternative to the methods mentioned previously, is the use of a large number of variables of economic activity, which allows them to capture more of the indirect effects of terms-of-trade shocks on economic activity. According to Stock and Watson (2005), FAVAR models reduce the probability of omitted variables, a common problem encountered with SVAR models, so the inclusion of a large number of economic series favours estimates by covering most structural shocks to an economy. In this study, the four estimated factors explain roughly 60% of the variance of the economic series used.
4. Robustness tests
In the following robustness test, the economic activity and real exchange rate factors have been replaced by GDP (measured in trillions of pesos, constant at 2005 prices) and by the real exchange rate index measured for 18 IMF member countries, respectively. The estimation of impulse response functions is shown in figure 7, and indicates that a positive shock for the terms-of-trade index has a favourable and significant impact on GDP, but this does not last as long as that of economic activity. Meanwhile, investment reflects two significant positive effects, one in the second quarter and the other in the fifth quarter, both of a short duration. The trade balance reacts positively and significantly for a longer period than in the previous model, while the response of the real exchange rate index is the same as that of the estimated real exchange rate, albeit shorter. Lastly, monetary aggregates, prices and total consumption do not reflect any significant changes in light of a terms-of-trade shock, as shown in the previous results. In short, on the basis of the estimates of impulse response functions following the replacement of the economic activity and real exchange rate factors with the corresponding series, it can be inferred that there is no significant difference compared with the main model described.
Figure 7
Accumulated impulse response of GDP, investment, the trade balance, the real exchange rate index, monetary aggregates, prices and total consumption to generalized one standard deviation innovations in the terms-of-trade index
Source: Prepared by the authors.
The application of variance decomposition indicates that the terms of trade explain 6% of variance in GDP, 9% in investment, 10% in the trade balance, 2% in the real exchange rate, 5% in monetary aggregates, 5% in prices and 4% in total consumption. There were slight increases in comparison with the estimates of the model with four factors, mainly the trade balance.
Lastly, and with a view to isolating the effects of export and import prices, the second robustness test estimates the impulse response functions of the positive impulses generated by the export and import price indices, respectively. The results described in annex A3 indicate that a positive shock of the export price index generates positive and significant effects on economic activity, investment and the trade balance, and a negative and significant effect on the exchange rate. Moreover, the variance decomposition (see table 1 in section VI) shows that investment reflects the greatest variance (6%) in light of a shock for the terms-of-trade index. Meanwhile, a positive shock for the import price index generates positive and significant effects on economic activity, investment, the exchange rate and prices. However, there were significant negative effects on the trade balance. On the basis of variance decomposition (see table 1), the greatest impact appears to have been felt by prices (7%), followed by investment (5%). Note that the results are similar to those obtained through the use of the main model. The export price index generates effects similar to the terms-of-trade index in terms of sign and duration.
VII. Conclusions
The aim of this article is to analyse the impact of terms-of-trade shocks on the Colombian economy, in which commodities represent a large share of exports. It was based on the fact that previous studies had not analysed the persistence and impact of exogenous shocks resulting from variations in goods export and import prices on the different economic aggregates. Therefore, a large number of quarterly series for 2001–2016 were used to capture a considerable share of the different economic sectors in Colombia and thus make the most of the advantages of the FAVAR model to provide a more detailed explanation of the effect of these innovations on the economy.
The results show that terms-of-trade shocks have a significant impact on economic activity, investment, the real exchange rate and the trade balance. The characteristics of exported products and the openness of the economy play a key role in determining the impact, but in the case of Colombia it is evident that the terms of trade have a decisive effect on the economic variables described, especially investment. The use of a FAVAR model guarantees the analysis of impulse response functions of the macroeconomic series of interest, which show that a positive shock produces a boom in economic activity over four periods, appreciation of the real exchange rate over three periods and growth in the trade balance over six periods. Investment reflects an increase that lasts less than one quarter. Meanwhile, the variance decomposition analysis generates data showing that for 20 periods following the terms-of-trade shock, these terms of trade explain 8% of the variance in investment, 6% in the trade balance, 5% in economic activity and 1% in the real exchange rate.
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Annex A1
The series were taken from the Bank of the Republic, the National Administrative Department of Statistics (DANE), the Ministry of Finance and Public Credit and the International Monetary Fund (IMF). The change in each series is outlined as follows: 1 — No change; 2 — Logarithm; 3 — First difference; 4 — First difference of the logarithm.
Table A1.1
Description of the variables of interest
Number | Variable | Source | Change |
1 | Terms-of-trade index | Bank of the Republic | 4 |
2 | GDP | DANE | 4 |
3 | Total consumption | DANE | 4 |
4 | Gross fixed capital formation (Investment) | DANE | 4 |
5 | Trade balance (Billions of pesos) | Bank of the Republic | 4 |
6 | Exchange rate with respect to 18 IMF member countries | Bank of the Republic | 4 |
7 | Total inflation | Bank of the Republic | 4 |
Source: Prepared by the authors, on the basis of data from Bank of the Republic, National Administrative Department of Statistics (DANE), Ministry of Finance and Public Credit and International Monetary Fund (IMF).
Table A1.2
Description of the 129 series used
Number | Variable | Source | Change |
Economic activity at constant prices (Billions of pesos) | |||
1 | GDP growth | DANE | 1 |
2 | Index of real manufacturing industry output | DANE | 4 |
3 | Industrial goods output: grey cement (tons) | DANE | 4 |
4 | Industrial goods output: assembled vehicles (quantity) | DANE | 4 |
5 | Industrial goods output: sugar (tons) | DANE | 2 |
6 | Government final consumption | DANE | 2 |
7 | Household final consumption | DANE | 2 |
8 | Consumption of durable goods (Percentage) | DANE | 1 |
9 | Consumption of non-durable goods (Percentage) | DANE | 1 |
10 | Consumption of semi-durable goods (Percentage) | DANE | 1 |
11 | Consumption of services (Percentage) | DANE | 1 |
12 | Domestic final demand | DANE | 4 |
13 | Gross capital formation | DANE | 4 |
14 | Gross capital formation: agriculture, forestry, hunting and fishing | DANE | 1 |
15 | Gross capital formation: construction | DANE | 1 |
16 | Gross capital formation: transport equipment | DANE | 1 |
17 | Gross capital formation: machinery and equipment | DANE | 1 |
18 | Gross capital formation: civil engineering works | DANE | 1 |
19 | Gross capital formation: services | DANE | 1 |
20 | Changes in inventories | DANE | 1 |
21 | Total domestic debt | Ministry of Finance and Public Credit | 4 |
22 | Domestic debt: expenditure | Ministry of Finance and Public Credit | 4 |
23 | Domestic debt: repayment | Ministry of Finance and Public Credit | 2 |
External sector (Billions of pesos) | |||
24 | External debt | Ministry of Finance and Public Credit | 4 |
25 | Total exports | DANE | 4 |
26 | Coffee exports | DANE | 4 |
27 | Coffee exports (metric tons) | DANE | 4 |
28 | Coal exports | DANE | 4 |
29 | Coal exports (metric tons) | DANE | 2 |
30 | Nickel exports | DANE | 4 |
31 | Nickel exports (metric tons) | DANE | 2 |
32 | Exports of oil and its derivatives | DANE | 4 |
33 | Exports of oil and its derivatives (metric tons) | DANE | 4 |
34 | Total traditional exports | DANE | 4 |
35 | Total non-traditional exports | DANE | 4 |
36 | Total imports | DANE | 4 |
37 | Imports of intermediate goods and commodities: agricultural sector | DANE | 4 |
38 | Imports of intermediate goods and commodities: industrial sector | DANE | 4 |
39 | Imports of intermediate goods and commodities: fuels | DANE | 4 |
40 | Capital goods imports: agricultural sector | DANE | 4 |
41 | Capital goods imports: industrial sector | DANE | 4 |
42 | Capital goods imports: transport equipment | DANE | 4 |
43 | Capital goods imports: construction materials | DANE | 4 |
44 | Consumer goods imports: durable goods | DANE | 4 |
45 | Consumer goods imports: non-durable goods | DANE | 4 |
46 | Index of imported high-value goods | IMF | 4 |
Real exchange rate | |||
47 | Exchange rate, total trade: external trade data | Bank of the Republic | 4 |
48 | Exchange rate, total trade: producer price index data | Bank of the Republic | 4 |
49 | Exchange rate, non-traditional: external trade data | Bank of the Republic | 4 |
50 | Exchange rate, non-traditional: producer price index data | Bank of the Republic | 4 |
51 | Exchange rate, indicator of competitiveness in the United States market | Bank of the Republic | 4 |
Prices: consumer price index (CPI) | |||
52 | Total | DANE | 4 |
53 | Food | DANE | 3 |
54 | Communications | DANE | 3 |
55 | Leisure | DANE | 3 |
56 | Clothing | DANE | 3 |
57 | Education | DANE | 4 |
58 | Other expenditure | DANE | 4 |
59 | Health | DANE | 4 |
60 | Transport | DANE | 4 |
61 | Housing | DANE | 4 |
62 | Annual variation | Bank of the Republic | 3 |
63 | Regulated goods | Bank of the Republic | 4 |
64 | Regulated goods: annual variation | Bank of the Republic | 4 |
65 | Tradable goods | Bank of the Republic | 4 |
66 | Non-tradable goods | Bank of the Republic | 4 |
67 | Non-tradable goods: annual variation | Bank of the Republic | 4 |
Prices: producer price index (PPI) | |||
68 | Classification by economic use or purpose: capital goods | DANE | 4 |
69 | Classification by economic use or purpose: final consumption | DANE | 4 |
70 | Classification by economic use or purpose: intermediate consumption | DANE | 4 |
71 | Classification by economic use or purpose: construction materials | DANE | 4 |
72 | Domestic supply | DANE | 4 |
73 | Domestic supply: agriculture, livestock, hunting, forestry and fishing | DANE | 4 |
74 | Domestic supply: industry | DANE | 4 |
75 | Domestic supply: mining | DANE | 4 |
76 | Domestic production | DANE | 4 |
77 | Domestic production: agriculture, livestock, hunting, forestry and fishing | DANE | 4 |
78 | Domestic production: industry | DANE | 4 |
79 | Domestic production: mining | DANE | 4 |
80 | Origin: produced and consumed | DANE | 4 |
81 | Origin: exported | DANE | 4 |
82 | Origin: imported | DANE | 4 |
Monetary aggregates (Billions of pesos) | |||
83 | Monetary base: cash | Bank of the Republic | 4 |
84 | Monetary base: bank reserves | Bank of the Republic | 4 |
85 | Total monetary base | Bank of the Republic | 4 |
86 | Bonds | Bank of the Republic | 4 |
87 | Current accounts: private sector | Bank of the Republic | 4 |
88 | Current accounts: public sector | Bank of the Republic | 4 |
89 | Current accounts: total | Bank of the Republic | 4 |
90 | Near money: savings accounts | Bank of the Republic | 4 |
91 | Near money: certificates of deposit | Bank of the Republic | 2 |
92 | Near money: total | Bank of the Republic | 4 |
93 | Fiduciary deposits | Bank of the Republic | 4 |
94 | Demand deposits | Bank of the Republic | 4 |
95 | M1 | Bank of the Republic | 4 |
96 | M2 | Bank of the Republic | 4 |
97 | M3 | Bank of the Republic | 4 |
98 | Current account deposits + near money + bonds + demand deposits | Bank of the Republic | 4 |
Total national employment | |||
99 | Unemployed (Thousands) | DANE | 4 |
100 | Inactive (Thousands) | DANE | 4 |
101 | Employed (Thousands) | DANE | 4 |
102 | Unemployment rate | DANE | 4 |
103 | Participation rate | DANE | 4 |
104 | Employment rate | DANE | 4 |
Non-financial public sector (Billions of pesos) | |||
105 | Deficit or surplus | Ministry of Finance and Public Credit | 3 |
106 | Domestic financing | Ministry of Finance and Public Credit | 3 |
107 | Deficit or surplus, non-financial public companies | Ministry of Finance and Public Credit | 1 |
108 | Expenditure | Ministry of Finance and Public Credit | 4 |
109 | Income | Ministry of Finance and Public Credit | 4 |
110 | Interest | Ministry of Finance and Public Credit | 4 |
111 | External financing | Ministry of Finance and Public Credit | 1 |
Foreign direct investment flows into Colombia (Billions of pesos) | |||
112 | Oil sector | Bank of the Republic | 3 |
113 | Manufacturing | Bank of the Republic | 4 |
114 | Total foreign direct investment flows | Bank of the Republic | 4 |
115 | Agriculture, hunting, forestry and fishing | Bank of the Republic | 1 |
116 | Commerce, restaurants and hotels | Bank of the Republic | 1 |
117 | Construction | Bank of the Republic | 1 |
118 | Electricity, gas and water | Bank of the Republic | 1 |
119 | Mines and quarries | Bank of the Republic | 1 |
120 | Financial and business services | Bank of the Republic | 1 |
121 | Community-based services | Bank of the Republic | 1 |
122 | Transport, storage and communications | Bank of the Republic | 1 |
123 | Subtotal, remaining sectors | Bank of the Republic | 2 |
Interest rates | |||
124 | Monthly deposit interest rate | Bank of the Republic | 3 |
125 | External interest rate: preferential rate | Bank of the Republic | 3 |
126 | Lending rate of the Bank of the Republic | Bank of the Republic | 1 |
127 | Total lending rate | Bank of the Republic | 1 |
128 | Intervention rate of the Bank of the Republic | Bank of the Republic | 1 |
129 | Lending rate excluding treasury operations | Bank of the Republic | 1 |
Source: Prepared by the authors, on the basis of data from Bank of the Republic, National Administrative Department of Statistics (DANE), Ministry of Finance and Public Credit and International Monetary Fund (IMF).
Annex A2
Table A2.1 contains information on the number of lags according to the selection criterion. Three lags were used given that the model for this value is robust and consistent in the evaluation of the assumptions for residuals.
Table A2.1
Lag selection criteria
Criterion | LRT | FPE | AIC | SC | HQ |
Number of lags | 4 | 4 | 4 | 0 | 1 |
Source: Prepared by the authors.
Note: LRT: likelihood ratio test; FPE: final prediction error; AIC: Akaike information criterion; SC: Schwarz information criterion; HQ: Hannan-Quinn information criterion.
Table A2.2 shows the test for autocorrelation (Lagrange Multiplier test) in residuals.
Table A2.2
Test for autocorrelation (Lagrange Multiplier test)
Period | Lagrange Multiplier statistic (LM-Stat) | p-value |
1 | 79.74127 | 0.0886 |
2 | 75.90989 | 0.1464 |
3 | 69.67821 | 0.2924 |
4 | 66.85996 | 0.3791 |
5 | 67.29289 | 0.3651 |
6 | 47.04699 | 0.9447 |
7 | 74.02127 | 0.1836 |
Source: Prepared by the authors.
Note: Null hypothesis: there is no correlation between the residuals.
Annex A3
Figure A3.1
Accumulated impulse response functions of economic activity, investment, trade balance, exchange rate, prices, monetary aggregates and total consumption to generalized one standard deviation innovations in the export price index
Source: Prepared by the authors.
Note: EPI is the export price index.
Figure A3.2
Accumulated impulse response functions of economic activity, investment, trade balance, exchange rate, prices, monetary aggregates and total consumption to generalized one standard deviation innovations in the import price index
Source: Prepared by the authors.
Note: IPI is the import price index.
Table A3.1
Variance decomposition of selected variables of interest
Variable | Percentage of variance explained by export price index | Percentage of variance explained by import price index |
Economic activity (GDP) | 4.00 | 2.00 |
Total consumption | 3.00 | 3.00 |
Monetary aggregates | 2.00 | 3.00 |
Trade balance | 4.00 | 1.00 |
Prices (inflation) | 1.00 | 7.00 |
Real exchange rate | 1.00 | 2.00 |
Investment | 6.00 | 5.00 |
Source: Prepared by the authors.
1 See Roberts and Schlenker (2013) for more information on supply and demand elasticity.
2 Information obtained from the National Administrative Department of Statistics (DANE).
3 Coffee prices correspond to the cash price of Colombian mild arabica, of the International Coffee Organization, New York, in US$ per pound.
4 Oil prices correspond to the simple average of three spot prices: Dated Brent, WTI and Dubai Fateh, in US$ per barrel.
5 Both Ft and et can follow an autoregressive process, although this is not taken into account in this study.
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I. Introduction
Community-based environmental initiatives arise from a sense of community and individuals’ motivation (Rees and Bamberg, 2014). According to Bamberg, Rees and Seebauer (2015), participation in these types of projects is underpinned by collective efficacy beliefs, identification with the group and individuals’ participative efficacy beliefs. Waylen and others (2010) show that initiatives in which local institutions participate are more likely to be successful and, moreover, that an approach is needed that arises from within the community and is then extended to businesses and government (Walker and Devine-Wright, 2008). Blum (2008) notes that these initiatives are primarily linked to environmental education, conservation and engagement. Peters, Fudge and Sinclair (2010) describe green travel, recycling, energy efficiency and biodiversity initiatives. Pujadas and Castillo (2007) assert that the local population’s participation is fundamental for the sustainable use of natural resources. Méndez-López and others (2014) evaluate local participation in the creation, design and implementation of the management plans of different conservation schemes in Mexico. The fact that community-based environmental initiatives encompass such a large number of issues shows that they have become increasingly important and commonly-used tools for mitigating environmental damage. However, the empirical literature has not settled the question of how to quantify the impact that can be attributed solely to this type of initiative (Feser, 2013).
To address this problem, impact evaluation methodologies, also known as ex post evaluations, can be used. These methodologies seek to identify the causal effect of a programme by comparing the result within the participating units with what the result would have been in the same units if they had not participated in the programme. However, this type of evaluation is difficult to carry out because it is impossible to observe both results at the same time. Fortunately, over the last three decades different statistical methods have been developed to estimate the counterfactual situation. According to Blundell and Costa Dias (2009), these methods can be classified on the basis of whether they use experimental, quasi-experimental and non-experimental designs.
This article seeks to contribute to this line of research by evaluating the causative impact of a Chilean environmental programme implemented through the Environmental Protection Fund (FPA), administered by the Ministry of the Environment. Each year this Fund awards grants to finance projects developed by social organizations to raise greater public awareness and appreciation of the environment by promoting environmental education and citizen participation.
Normally, the outcome variable to evaluate this type of programme should be the target population’s perception of environmental quality before and after each of the implemented projects. However, for this study it would be very difficult to identify the impact of the projects, given the considerable variety of those financed by FPA. Therefore, in terms of the methodological approach, one or several outcome variables common to all the projects must be established to carry out a general assessment of the programme. In addition, the beneficiaries of this programme are not selected randomly by FPA from among the social organizations, rather organizations put themselves forward (self-selection) and are chosen on the basis of the quality of the project. Consequently, any viable strategy for the ex post evaluation of the FPA programme (quasi-experimental or non-experimental design) must take into account the fact that the selection criteria vary depending on the year of implementation, the number of applications, changes to the programme, available resources and the geographical area in question. All these factors make it difficult to create control groups for the financed projects. Moreover, since there are no records of the outcome variables (perception of problems related to various environmental issues) or of the characteristics of the applicant organizations that did not receive financing, once a project has been implemented neither a quasi-experimental evaluation strategy based on difference-in-difference techniques nor a non-experimental evaluation using matching techniques or a regression discontinuity design can be applied.1
Fortunately, the programme’s participation criteria mean that an impact identification strategy, using instrumental variables, can be adopted. This technique corresponds to a non-experimental design that tries to isolate a programme’s impact when unobservable factors included in the error term of the regression are related to participation.2 To apply it, an exogenous variable must be found that affects participation in the programme but that is not correlated with other variables which may affect the result. Under these conditions, the technique produces consistent estimates of the programme’s impact. Specifically, this study takes advantage of the fact that social organizations require Internet access for the online application process and, in addition, some approved projects have not been implemented or completed because the social organizations responsible have had difficulties in filling out the regular expenses declaration online that is required under the terms of the grant.
Using instrumental variables in studies that refer to an environmental issue is not new (see Frankel and Rose, 2005; Jeffords and Minkler, 2016; Sims, 2010; Lin and Liscow, 2013; Anger and Oberndorfer, 2008). However, a literature review reveals that this is the first study in which an ex post evaluation has been undertaken of an environment-improvement programme based on initiatives that promote education and community participation. Thus, determining the programme’s effectiveness will provide evidence to justify whether it should be pursued in Chile or modified, while at the same time it could have implications for programmes that foster community-based environmental initiatives in other countries.
II. Background to the Environmental Protection Fund (FPA) and available data
1. Description of the programme
The Environmental Protection Fund (FPA) is a programme developed by the Ministry of the Environment of Chile, the purpose of which is to finance, fully or partially, citizen initiatives, including community- or association-based projects, that seek to protect or restore the environment, promote sustainable development, preserve nature or conserve environmental heritage. The core principles of selected projects, which last a maximum of 11 months, should be to raise greater public awareness and appreciation of the environment, and promote environmental education and citizen participation.
The Fund finances projects covering multiple environmental issues, so no single outcome indicator can be applied to all projects. Specifically, initiatives financed by FPA may focus on composting, energy efficiency, climate change, decontamination and biodiversity conservation, among other issues.
The programme’s target population are social organizations that submit environment-related projects and meet the requirements established in the Fund’s rules. However, organizations’ projects are chosen on the basis of the sum of money required for each project and the total amount available each year.
The programme’s annual budget is one of the largest overseen by the Ministry of the Environment of Chile, so there is growing concern about ensuring the Fund’s effectiveness. However, neither of the previous two evaluations have been able to describe the counterfactual scenario adequately, so it has not been possible to identify the programme’s causal impact (Mardones, 2015).
2. Available data
An ex post impact evaluation can be greatly affected by data availability, in terms of both time and cost. For this reason, this study uses data from the National Socioeconomic Survey (CASEN) 2013 (Ministry of Social Development, 2013), which include individual-level information on the perception of environmental quality and involvement in social organizations, among many other variables. Specifically, information on various environmental problems are recorded in this survey under the variables of perception of noise pollution; air pollution; water pollution; visual pollution; litter and dirt; odour pollution; contamination from landfill sites close to residential areas; contamination owing to the failure of wastewater systems; pollution caused by stray dogs; and pests. For example, of those surveyed, 20.7% said that noise pollution was a problem, 17.4% that air pollution was an issue and 30.2% that pollution caused by stray dogs was a problem, while 30.7% said that they did not have any pollution problems.
To carry out the ex post evaluation, it would have been ideal to have information on changes in the perceptions of those communities that benefited from each of the projects. However, the data from the CASEN 2013 survey (Ministry of Social Development, 2013) only indicate whether individuals were involved in social organizations,3 but not if they were involved in organizations that received FPA funding. Consequently, an alternative method for establishing the effect funded projects had on the community is to carry out analysis at the level of the smallest administrative district, the comuna, not the individual level. To do this, the average is calculated of the indicator of perception of environmental quality of all survey respondents in the same district (the average sample size per district is around 670 people). Obviously, this makes it difficult to identify the impact of community-based environmental initiatives, but it could also be argued that if the proposed methodology does reveal an impact, then the specific effect on the local community that benefited from a project must have been reasonably significant to affect the average perception of the entire population of the district.
Meanwhile, the Ministry of the Environment of Chile has a database of the projects that were awarded FPA financing in 2013. According to official figures, 190 projects were selected, of which 13.7% were not completed. Applications covered nine environmental lines of action, although most of the projects focused on the areas of “climate change and environmental decontamination” and “biodiversity conservation” (see table 1). The average number of FPA projects per district was 0.48.
Table 1
Chile: projects financed by the Environmental Protection Fund (FPA), by lines of action, 2013
(Number of projects)
Line of action | Selected projects | ||
Finalized | Not finalized | Total | |
Activities to disseminate and promote environmental networks | 9 | 1 | 10 |
Production activities consistent with sustainable development | 5 | 2 | 7 |
Climate change and environmental decontamination | 65 | 7 | 72 |
Biodiversity conservation | 34 | 4 | 38 |
Creating, maintaining and strengthening of environmental networks | 15 | 5 | 20 |
Energy efficiency and non-conventional renewable energies | 14 | 4 | 18 |
Waste management and restoration of spaces | 4 | 1 | 5 |
Sharing of experiences related to environmental actions | 7 | 1 | 8 |
Sustainable management of natural resources | 11 | 1 | 12 |
Total | 164 | 26 | 190 |
Source: Ministry of the Environment of Chile [online] http://www.fpa.mma.gob.cl/busqueda/busquedaPublica.php.
To define each of the districts, explanatory variables are included, constructed from the average values of the individual data taken from the CASEN 2013 survey.4 These variables are per capita income; the proportion of rural areas; the proportion of indigenous peoples; the proportion of the working population; the proportion of social organizations; the proportion of the labour force associated with natural-resource-intensive production activities; and the number of FPA-financed projects per 1,000 inhabitants (endogenous explanatory variable). Projects lasted an average of 8.6 months and had to be completed before 30 November 2013, at the latest (see figure 1).5 Meanwhile, the CASEN 2013 survey data were collected between November 2013 and January 2014, so it is expected a priori that the perception of the positive effects of environmental initiatives are more likely to have been captured in later surveys. Consequently, the dichotomous variable, “date”, is included and given the value 1 if the majority of the individual surveys for a particular district were carried out in 2014.
Figure 1
Chile: month in which projects awarded grants by the Environmental Protection Fund (FPA) began and ended, 2013
(Number of projects)
Source: Prepared by the author.
High-profile community-based interventions, such as talks, workshops and infrastructure installation, are undertaken in the early stages of the vast majority of projects. Many projects also include dissemination activities that are carried out in the final stages of the implementation timetable, once the environmental intervention has been completed. Therefore, it seems reasonable to think that, if the number of FPA-financed projects carried out in 2013 per 1,000 inhabitants is used as the treatment variable, communities can perceive projects’ short-term effects before the completion date, which means that CASEN 2013 survey data can capture changes in environmental perceptions even if the data were collected between November 2013 and January 2014. However, as the effects of some projects may not have been captured by the environmental perceptions of the entire population of a district in that short period, it was decided to evaluate the long-term effects using the treatment variable “number of FPA-funded projects carried out in 2012 per 1,000 inhabitants”.
The instrumental variables included in the regressions are the proportion of people who complete formalities over the Internet; the proportion of people who search for information using the Internet; and the proportion of the population with access to electricity in each district (see table 2). All these variables are presumably related to the fact that more FPA projects are carried out in one district and it is quite plausible that they are not related to the perception of environmental quality, so a priori they can be considered valid instruments. According to the FPA rules, the application and regular expense reports must be done online, which acts as a major barrier for some communities in districts with low levels of connectivity that wish to apply for the programme.
Table 2
Description of the statistical variables at the district level
Variable | Description | Observations | Average | Standard deviation | Minimum | Maximum |
Dependent variables | ||||||
environment1 | Percentage of the population with problems due to noise pollution | 324 | 0.1546 | 0.1210 | 0.0000 | 0.7118 |
environment2 | Percentage of the population with problems due to air pollution | 324 | 0.1560 | 0.1365 | 0.0000 | 0.7487 |
environment3 | Percentage of the population with problems due to water pollution | 324 | 0.0685 | 0.0866 | 0.0000 | 0.5804 |
environment4 | Percentage of the population with problems due to visual pollution | 324 | 0.0246 | 0.0383 | 0.0000 | 0.2882 |
environment5 | Percentage of the population with problems due to litter and dirt | 324 | 0.1397 | 0.0992 | 0.0000 | 0.4706 |
environment6 | Percentage of the population with problems due to odour pollution | 324 | 0.1748 | 0.1203 | 0.0000 | 0.7529 |
environment7 | Percentage of the population with problems due to contamination from landfill sites close to residential areas | 324 | 0.0480 | 0.0466 | 0.0000 | 0.2996 |
environment8 | Percentage of the population with problems due to contamination owing to the failure of wastewater systems | 324 | 0.0430 | 0.0476 | 0.0000 | 0.3264 |
environment9 | Percentage of the population with problems due to pollution caused by stray dogs | 324 | 0.2781 | 0.1418 | 0.0000 | 0.7703 |
environment10 | Percentage of the population with problems due to pests | 324 | 0.1069 | 0.0834 | 0.0000 | 0.3878 |
Explanatory variables | ||||||
numberfpa | Number of FPA-financed projects in 2013 per 1 000 inhabitants | 324 | 0.0408 | 0.2923 | 0.0000 | 5.0505 |
numberfpa t-1 | Number of FPA-financed projects in 2012 per 1 000 inhabitants | 324 | 0.0473 | 0.2534 | 0.0000 | 3.3670 |
fpaspending | Spending on FPA-financed projects in 2013 per 1 000 inhabitants (pesos) | 324 | 500 669 | 4 057 635 | 0.0000 | 7.10E+07 |
percapincome | Per capita income of the district (pesos) | 324 | 208 551 | 108 836 | 97 079 | 1 110 263 |
rural | Percentage of the population living in rural areas in the district | 324 | 0.3492 | 0.2816 | 0.0000 | 1.0000 |
work | Percentage of the district’s population who work | 324 | 0.3914 | 0.0571 | 0.2257 | 0.6283 |
socialorganization | Percentage of the district’s population who are involved in social organizations | 324 | 0.1244 | 0.0821 | 0.0124 | 0.6152 |
naturalresources | Percentage of workers in activities associated with natural resources in the district | 324 | 0.1072 | 0.0711 | 0.0000 | 0.3377 |
indigenous | Percentage of the district’s population who are indigenous peoples | 324 | 0.1326 | 0.1828 | 0.0000 | 0.9611 |
date | Percentage of surveys in the district that were undertaken mostly in 2014 | 324 | 0.2624 | 0.4406 | 0.0000 | 1.0000 |
Instrumental variables | ||||||
electricity | Percentage of the district’s population who have access to electricity | 324 | 0.9912 | 0.0203 | 0.7980 | 1.0000 |
formalitiesinternet | Percentage of the district’s population who complete formalities over the Internet | 324 | 0.0683 | 0.0620 | 0.0000 | 0.4357 |
informationinternet | Percentage of the district’s population who search for information using the Internet | 324 | 0.3972 | 0.1166 | 0.1482 | 0.8577 |
Source: Prepared by the author, on the basis of Ministry of Social Development, “Resultados Encuesta CASEN 2013” [online] http://observatorio.ministeriodesarrollosocial.gob.cl/casen-multidimensional/casen/casen_2013.php, and the Ministry of the Environment of Chile [online] http://www.fpa.mma.gob.cl/busqueda/busquedaPublica.php.
The reason why this study includes all these explanatory variables is because, although to date there has not been a paper that evaluated community-based environmental initiatives using quantitative ex post evaluation techniques, some relatively similar studies have applied traditional econometric methods. A summary of these studies is presented in table A1.1 in the annex, which shows that there is no standard set of explanatory variables that are commonly used in quantitative assessments of environmental initiatives. Instead, each study uses a set of variables that are contingent on data availability and variables that intuitively explain the behaviour of the dependent variable. Therefore, it is not surprising that this paper does not discuss a theoretical model that establishes a relationship between the perception of environmental quality and the explanatory variables, or between the number of environmental projects and the instrumental variables.
Nevertheless, one can intuitively infer reasons why the perception of environmental quality could depend on some of the district’s features. For example, according to the environmental Kuznets curve, perception of environmental quality should vary with the community’s per capita income; the environmental quality should be better in districts where a higher percentage of the population live in rural areas; greater economic activity would be expected in districts where a higher percentage of the population is economically active, which could create environmental pressures; greater concern for social issues, including environmental matters, would be expected in districts where a higher percentage of the population are involved in social organizations; increased environmental pressure or, alternatively, greater concern for the sustainable management of natural resources would be expected in districts with a higher percentage of workers in activities associated with those resources; and greater concern for being environmentally friendly would be expected in districts where a higher percentage of the population are indigenous peoples. Meanwhile, the percentage of surveys that were carried out at the end of 2013 in the district could be negatively related to the perception of environmental improvement resulting from FPA projects, since the community has had less time to perceive its effects, compared to communities surveyed in January 2014.
Furthermore, it could also be argued that the instrumental variables (access to electricity, carrying out formalities over the Internet and searching for information using the Internet) are related to the endogenous explanatory variable “number of FPA-funded projects in 2013 per 1,000 inhabitants”. In this regard, according to the Ministry of the Environment staff responsible for the FPA programme, many approved projects have not been completed owing to technical difficulties faced by the organizations implementing them when submitting monthly expenditure reports, which must be done online. Thus, it is clear that lower rates of Internet connectivity in a district mean that projects are less likely to be submitted or completed, while these same characteristics should not affect perception of environmental quality, controlling for the proportion of rural areas in the district.
III. Methodology
The statistical technique chosen for an ex post impact evaluation depends on data availability, the time available for the evaluation and the programme’s characteristics, among other factors. A clear understanding of the programme’s assignment rule is also needed to justify why a particular technique is used (Blundell and Costa Dias, 2009). Considering the data available in this case and the programme’s assignment rule, the instrumental variables technique is the only option for this
ex post evaluation.
The simplest way to obtain the instrumental variables estimator is to use the two-stage least squares (2SLS) method. The first step is to perform a linear regression of the variable participation in the programme, Pi, relative to instrumental variable, Zi, and observable characteristics, Xi. The second step is to perform a linear regression of the outcome variable, Yi, relative to the values, Pi, predicted in the first step together with other observable characteristics, Xi. It is thus possible to estimate the average treatment effect, τIV.
Pi = λ + γ·Zi + δ·Xi + ui
Yi = α + β Xi +τ IV i + εi
However, the standard errors obtained using this method are not efficient, so both equations should be calculated together using maximum likelihood estimation routines.
In addition, some statistical tests are needed to support the use of instrumental variables. In particular, it must be demonstrated that the instruments used are not weak, in other words, that they have sufficient capacity to explain the behaviour of the endogenous variable associated with participation in the programme (Pi), since if the correlation with participation is low, the deviation of the estimated treatment effect from the true effect could be considerable. An F test can be used to test weak instruments; instrumental variables are deemed to be weak if the value of this test is less than 10 (Stock and Yogo, 2005). Meanwhile, in the case of multiple instruments, a J test for overidentifying restrictions can be carried out to determine whether instrumental variables are (partially) exogenous.
IV. Results
The individual regressions for each indicator of perception of environmental quality that include all the explanatory variables are set out in table 3. The regressions included in this table are those that passed the relevant statistical tests to confirm that the instrumental variables are not weak (F test) and to check the exogeneity of the instrumental variables (J test).
The results indicate that the FPA programme has only had a significant impact (at 5%) on reducing the perception of odour pollution. Perception of the other environmental issues is not affected by the programme. These results are robust to different specifications of explanatory variables (see tables 4 and 5).
To confirm the robustness of the programme’s impact in the short term, the original treatment variable was replaced with the variable “spending on FPA-financed projects in 2013 per 1 000 inhabitants” at the district level. Tables 6, 7 and 8 show that, with this new treatment variable, the programme still only reduces the perception of odour pollution and that the coefficients of the other explanatory variables are also very similar to those set out in tables 3, 4 and 5 above. Thus, the estimated short-term effect is robust to different methods of measuring the treatment variable.
A comparison of the estimates set out in tables 3, 4 and 5 with those made using the number of FPA-financed projects per 1,000 inhabitants in 2012 as the treatment variable, shown in tables 9, 10 and 11, reveals that when more time elapses before the survey of the perception of environmental improvements is carried out, this new treatment variable is significant in three environmental components. Thus, based on the information in table 9, it can be concluded that the programme’s long-term benefits are greater that its short-term ones. Specifically, in the original model, which has more explanatory variables and includes the number of FPA-financed projects per 1,000 inhabitants with data from 2013, presented in table 3, the coefficient associated with the variable of perception of odour pollution (environment6) is -0.0932, while the effect is nearly double (-0.1768) with the number of FPA-financed projects per 1,000 inhabitants in 2012 and, in addition, there is also a reduction in the perception of air pollution (environment2) and the perception of pollution caused by stray dogs (environment9) by very similar magnitudes (-0.1784 and -0.1791). These results are robust to different specifications of the explanatory variables (see tables 10 and 11).
Table 3
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa | 0.0299 | -0.0939 | 0.0231 | -0.0067 | -0.0024 | -0.0932 | * | -0.0041 | -0.0222 | -0.0901 | 0.0289 | |||||||||
(0.0357) | (0.0494) | (0.0329) | (0.0108) | (0.0331) | (0.0423) | (0.0160) | (0.0175) | (0.0514) | (0.0299) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.2E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.8E-07 | ** | -1.0E-07 | ** | -5.1E-08 | -3.1E-07 | ** | -1.6E-07 | ** | ||
(6.2E-08) | (8.6E-08) | (5.7E-08) | (1.9E-08) | (5.7E-08) | (7.4E-08) | (2.8E-08) | (3.0E-08) | (8.9E-08) | (5.2E-08) | |||||||||||
rural | -0.0916 | ** | -0.0593 | -0.0229 | -0.0028 | -0.0872 | ** | -0.0573 | -0.0461 | ** | 0.0051 | -0.0994 | * | -0.0400 | ||||||
(0.0289) | (0.0400) | (0.0267) | (0.0087) | (0.0268) | (0.0343 | (0.0129) | (0.0142) | (0.0416) | (0.0242) | |||||||||||
work | 0.6128 | ** | 0.3441 | -0.1563 | 0.1406 | ** | 0.3811 | ** | 0.6477 | ** | 0.0756 | 0.2169 | ** | 0.4254 | * | 0.1700 | ||||
(0.1293) | (0.1793) | (0.1194) | (0.0391) | (0.1201) | (0.1536) | (0.0580) | (0.0635) | (0.1865) | (0.1085) | |||||||||||
socialorganization | -0.0133 | 0.0607 | 0.0505 | 0.0051 | -0.0493 | 0.0380 | -0.0207 | -0.0107 | 0.0487 | 0.0230 | ||||||||||
(0.0961) | (0.1333) | (0.0888) | (0.0291) | (0.0892) | (0.1142) | (0.0431) | (0.0472) | (0.1387) | (0.0806) | |||||||||||
naturalresources | -0.3764 | ** | 0.1273 | 0.2061 | * | -0.1736 | ** | -0.4192 | ** | 0.3014 | * | -0.1611 | ** | -0.1794 | ** | -0.1540 | 0.0322 | |||
(0.1040) | (0.1443) | (0.0961) | (0.0315) | (0.0965) | (0.1235) | (0.0466) | (0.0511) | (0.1501) | (0.0873) | |||||||||||
indigenous | -0.0492 | -0.0836 | -0.0210 | -0.0033 | 0.0157 | -0.1251 | ** | 0.0089 | 0.0095 | -0.0697 | -0.1524 | ** | ||||||||
(0.0361) | (0.0501) | (0.0334) | (0.0109) | (0.0336) | (0.0429) | (0.0162) | (0.0178) | (0.0522) | (0.0303) | |||||||||||
date | 0.0031 | 0.0009 | 0.0024 | 0.0046 | -0.0022 | -0.0114 | -0.0065 | -0.0027 | -0.0301 | -0.0057 | ||||||||||
(0.0124) | (0.0172) | (0.0115) | (0.0038) | (0.0115) | (0.0147) | (0.0056) | (0.0061) | (0.0179) | (0.0104) | |||||||||||
constant | -0.0370 | -0.0158 | 0.0933 | * | -0.0385 | * | 0.1165 | * | -0.0149 | 0.0762 | ** | -0.0122 | 0.2414 | ** | 0.1007 | * | ||||
(0.0513) | (0.0712) | (0.0474) | (0.0155) | (0.0477) | (0.0609) | (0.0230) | (0.0252) | (0.0740) | (0.0430) | |||||||||||
Adjusted R2 | 0.4070 | 0.1028 | 0.0116 | 0.4583 | 0.2405 | 0.1528 | 0.1977 | 0.0750 | 0.1008 | 0.1430 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | yes | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 33.43 | ** | 44.56 | ** | 44.56 | ** | 33.43 | ** | 66.65 | ** | 44.56 | ** | 33.43 | ** | 44.56 | ** | 44.56 | ** | 44.56 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - | 4.64 | 3.70 | - | 2.43 | 4.65 | - | 1.52 | 3.21 | 0.28 |
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
Table 4
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013 (alternative specification 1)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa | 0.0292 | -0.0910 | 0.0257 | -0.0064 | -0.0051 | -0.0901 | * | -0.0052 | -0.0228 | -0.0878 | 0.0301 | |||||||||
(0.0350) | (0.0484) | (0.0323) | (0.0106) | (0.0325) | (0.0415) | (0.0157) | (0.0172) | (0.0504) | (0.0293) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.3E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.8E-07 | ** | -1.0E-07 | ** | -5.1E-08 | -3.1E-07 | ** | -1.5E-07 | ** | ||
(6.2E-08) | (8.6E-08) | (5.7E-08) | (1.9E-08) | (5.7E-08) | (7.3E-08) | (2.8E-08) | (3.0E-08) | (8.9E-08) | (5.2E-08) | |||||||||||
rural | -0.0927 | ** | -0.0540 | -0.0185 | -0.0024 | -0.0915 | ** | -0.0542 | -0.0480 | ** | 0.0041 | -0.0951 | * | -0.0380 | ||||||
(0.0277) | (0.0384) | (0.0256) | (0.0084) | (0.0257) | (0.0328) | (0.0124) | (0.0136) | (0.0399) | (0.0232) | |||||||||||
work | 0.6171 | ** | 0.3249 | -0.1724 | 0.1390 | ** | 0.3972 | ** | 0.6334 | ** | 0.0823 | 0.2205 | ** | 0.4099 | * | 0.1626 | ||||
(0.1246) | (0.1726) | (0.1150) | (0.0377) | (0.1156) | (0.1478) | (0.0559) | (0.0612) | (0.1796) | (0.1045) | |||||||||||
naturalresources | -0.3784 | ** | 0.1363 | 0.2136 | * | -0.1728 | ** | -0.4265 | ** | 0.3071 | * | -0.1641 | ** | -0.1810 | ** | -0.1468 | 0.0356 | |||
(0.1028) | (0.1426) | (0.0950) | (0.0311) | (0.0955) | (0.1221) | (0.0461) | (0.0506) | (0.1484) | (0.0863) | |||||||||||
indigenous | -0.0515 | -0.0730 | -0.0123 | -0.0024 | 0.0073 | -0.1189 | ** | 0.0053 | 0.0077 | -0.0612 | -0.1484 | ** | ||||||||
(0.0324) | (0.0449) | (0.0299) | (0.0098) | (0.0301) | (0.0384) | (0.0145) | (0.0159) | (0.0467) | (0.0272) | |||||||||||
date | 0.0030 | 0.0011 | 0.0026 | 0.0047 | -0.0024 | -0.0113 | -0.0066 | -0.0027 | -0.0299 | -0.0056 | ||||||||||
(0.0124) | (0.0172) | (0.0114) | (0.0037) | (0.0115) | (0.0147) | (0.0056) | (0.0061) | (0.0179) | (0.0104) | |||||||||||
constant | -0.0394 | -0.0052 | 0.1022 | * | -0.0376 | 0.1077 | * | -0.0073 | 0.0726 | ** | -0.0141 | 0.2500 | ** | 0.1048 | ** | |||||
(0.0479) | (0.0663) | (0.0442) | (0.0145) | (0.0444) | (0.0568) | (0.0215) | (0.0235) | (0.0690) | (0.0402) | |||||||||||
Adjusted R2 | 0.4087 | 0.1064 | 0.0145 | 0.4599 | 0.2427 | 0.1563 | 0.1994 | 0.0774 | 0.1041 | 0.1232 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | no | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 138.43 | ** | 46.22 | ** | 46.22 | ** | 138.43 | ** | 69.16 | ** | 69.53 | ** | 138.43 | ** | 46.22 | ** | 46.22 | ** | 46.22 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - |
| 4.56 |
| 3.63 |
| - |
| 2.50 |
| 4.65 |
| - |
| 1.54 |
| 3.17 |
| 0.27 |
|
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “social organization” is omitted from this table.
Table 5
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013 (alternative specification 2)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa | 0.0300 | -0.0887 | 0.0278 | -0.0051 | -0.0045 | -0.0934 | * | -0.0070 | -0.0231 | -0.0940 | 0.0286 | |||||||||
(0.0353) | (0.0488) | (0.0326) | (0.0107) | (0.0328) | (0.0419) | (0.0159) | (0.0173) | (0.0511) | (0.0296) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.7E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.9E-07 | ** | -1.1E-07 | ** | -5.5E-08 | -3.5E-07 | ** | -1.6E-07 | ** | ||
(5.9E-08) | (8.2E-08) | (5.4E-08) | (1.8E-08) | (5.5E-08) | (7.0E-08) | (2.7E-08) | (2.9E-08) | (8.5E-08) | (4.9E-08) | |||||||||||
rural | -0.0930 | ** | -0.0544 | -0.0189 | -0.0027 | -0.0916 | ** | -0.0533 | -0.0475 | ** | 0.0042 | -0.0933 | * | -0.0376 | ||||||
(0.0276) | (0.0383) | (0.0255) | (0.0084) | (0.0257) | (0.0329) | (0.0124) | (0.0136) | (0.0401) | (0.0232) | |||||||||||
work | 0.6126 | ** | 0.3197 | -0.1788 | 0.1320 | ** | 0.3987 | ** | 0.6506 | ** | 0.0921 | 0.2237 | ** | 0.4511 | * | 0.1709 | ||||
(0.1244) | (0.1723) | (0.1149) | (0.0378) | (0.1155) | (0.1479) | (0.0559) | (0.0611) | (0.1804) | (0.1044) | |||||||||||
naturalresources | -0.3751 | ** | 0.1376 | 0.2165 | * | -0.1677 | ** | -0.4291 | ** | 0.2947 | * | -0.1714 | ** | -0.1840 | ** | -0.1797 | 0.0295 | |||
(0.1018) | (0.1411) | (0.0940) | (0.0309) | (0.0945) | (0.1211) | (0.0458) | (0.0501) | (0.1477) | (0.0854) | |||||||||||
indigenous | -0.0514 | -0.0737 | -0.0127 | -0.0022 | 0.0067 | -0.1194 | ** | 0.0050 | 0.0074 | -0.0633 | -0.1486 | ** | ||||||||
(0.0323) | (0.0448) | (0.0298) | (0.0098) | (0.0300) | (0.0384) | (0.0145) | (0.0159) | (0.0469) | (0.0271) | |||||||||||
constant | -0.0381 | -0.0033 | 0.1044 | * | -0.0356 | * | 0.1076 | * | -0.0122 | 0.0698 | ** | -0.0149 | 0.2390 | ** | 0.1025 | |||||
(0.0479) | (0.0664) | (0.0443) | (0.0145) | (0.0445) | (0.0570) | (0.0216) | (0.0236) | (0.0695) | (0.0402) | |||||||||||
Adjusted R2 | 0.4106 | 0.1102 | 0.0181 | 0.4584 | 0.2449 | 0.1561 | 0.1978 | 0.0796 | 0.0967 | 0.1259 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | no | ||||||||||
informationinternet | no | yes | yes | no | yes | no | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 134.70 | ** | 44.92 | ** | 44.92 | ** | 134.70 | ** | 67.58 | ** | 69.53 | ** | 138.43 | ** | 44.92 | ** | 44.92 | ** | 67.58 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - |
| 4.48 |
|
| - |
| 2.55 |
| 0.37 |
| - |
| 1.68 |
| 4.03 |
| 0.28 |
|
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “date” is omitted from this table.
Table 6
Chile: estimates of the impact of spending associated with projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
fpaspending | 2.2E-09 | -6.7E-09 | 1.8E-09 | -4.8E-10 | -8.6E-11 | -6.6E-09 | * | -3.0E-09 | -1.6E-09 | -6.4E-09 | 2.1E-09 | |||||||||
(2.6E-09) | (3.6E-09) | (2.4E-09) | (7.8E-10) | (2.4E-09) | (3.1E-09) | (1.2E-09) | (1.3E-09) | (3.7E-09) | (2.2E-09) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.2E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.7E-07 | ** | -1.0E-07 | ** | -5.1E-08 | -3.1E-07 | ** | -1.6E-07 | ** | ||
(6.2E-08) | (8.6E-08) | (5.7E-08) | (1.9E-08) | (5.7E-08) | (7.4E-08) | (2.8E-08) | (3.0E-08) | (8.9E-08) | (5.2E-08) | |||||||||||
rural | -0.0916 | ** | -0.0594 | -0.0231 | -0.0028 | -0.0874 | ** | -0.0575 | -0.0461 | ** | 0.0050 | -0.0997 | * | -0.0400 | ||||||
(0.0288) | (0.0401) | (0.0267) | (0.0087) | (0.0268) | (0.0344) | (0.0129) | (0.0142) | (0.0417) | (0.0242) | |||||||||||
work | 0.6159 | ** | 0.3327 | -0.1564 | 0.1399 | ** | 0.3787 | ** | 0.6350 | ** | 0.0752 | 0.2138 | ** | 0.4123 | * | 0.1730 | ||||
(0.1274) | (0.1770) | (0.1177) | (0.0386) | (0.1184) | (0.1519) | (0.0572) | (0.0626) | (0.1841) | (0.1068) | |||||||||||
socialorganization | -0.0108 | 0.0524 | 0.0518 | 0.0045 | -0.0500 | 0.0295 | -0.0211 | -0.0128 | 0.0402 | 0.0254 | ||||||||||
(0.0955) | (0.1328) | (0.0883) | (0.0291) | (0.0887) | (0.1140) | (0.0429) | (0.0470) | (0.1381) | (0.0801) | |||||||||||
naturalresources | -0.3756 | ** | 0.1250 | 0.2069 | * | -0.1738 | ** | -0.4191 | ** | 0.2993 | * | -0.1611 | ** | -0.1799 | ** | -0.1561 | 0.0330 | |||
(0.1039) | (0.1445) | (0.0961) | (0.0314) | (0.0966) | (0.1240) | (0.0466) | (0.0511) | (0.1503) | (0.0872) | |||||||||||
indigenous | -0.0487 | -0.0856 | -0.0294 | -0.0034 | 0.0154 | -0.1273 | ** | 0.0088 | 0.0090 | -0.0718 | -0.1518 | ** | ||||||||
(0.0360) | (0.0500) | (0.0332) | (0.0109) | (0.0334) | (0.0429) | (0.0161) | (0.0177) | (0.0520) | (0.0302) | |||||||||||
date | 0.0033 | 0.0001 | 0.0026 | 0.0046 | -0.0022 | -0.0122 | -0.0065 | -0.0029 | -0.0308 | -0.0054 | ||||||||||
(0.0124) | (0.0173) | (0.0115) | (0.0038) | (0.0115) | (0.0148) | (0.0056) | (0.0061) | (0.0180) | (0.0104) | |||||||||||
constant | -0.0385 | -0.0103 | 0.0932 | * | -0.0381 | * | 0.1175 | * | -0.0088 | 0.0764 | ** | -0.0107 | 0.2477 | ** | 0.0992 | * | ||||
(0.0503) | (0.0699) | (0.0465) | (0.0152) | (0.0467) | (0.0600) | (0.0226) | (0.0247) | (0.0727) | (0.0421) | |||||||||||
Adjusted R2 | 0.4080 | 0.1004 | 0.0129 | 0.4580 | 0.2402 | 0.1467 | 0.1972 | 0.0759 | 0.0984 | 0.1229 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | no | yes | no | yes | yes | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 127.60 | ** | 64.01 | ** | 42.54 | ** | 127.60 | ** | 63.62 | ** | 42.54 | ** | 127.60 | ** | 42.54 | ** | 42.54 | ** | 42.54 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - | 0.75 | 3.63 | - | 2.44 | 4.80 | - | 1.59 | 3.35 | 0.28 |
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
Table 7
Chile: estimates of the impact of spending associated with projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013 (alternative specification 1)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
fpaspending | 2.1E-09 | -6.5E-09 | 2.0E-09 | -4.6E-10 | -2.8E-10 | -6.6E-09 | * | -3.8E-10 | -1.6E-09 | -6.1E-09 | -2.2E-09 | |||||||||
(2.5E-09) | (3.5E-09) | (2.3E-09) | (7.7E-10) | (2.4E-10) | (3.0E-09) | (1.1E-09) | (1.2E-09) | (3.7E-09) | (2.1E-09) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.2E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.7E-07 | ** | -1.2E-07 | ** | -5.1E-08 | -3.1E-07 | ** | -1.6E-07 | ** | ||
(6.2E-08) | (8.6E-08) | (5.7E-08) | (1.9E-08) | (5.7E-08) | (7.3E-08) | (2.8E-08) | (3.0E-08) | (8.9E-08) | (5.2E-08) | |||||||||||
rural | -0.0925 | ** | -0.0549 | -0.0186 | -0.0024 | -0.0918 | ** | -0.0548 | -0.0480 | ** | 0.0039 | -0.0961 | * | -0.0378 | ||||||
(0.0276) | (0.0383) | (0.0255) | (0.0084) | (0.0256) | (0.0329) | (0.0124) | (0.0136) | (0.0399) | (0.0232) | |||||||||||
work | 0.6194 | ** | 0.3148 | -0.1728 | 0.1385 | ** | 0.3948 | ** | 0.6269 | ** | 0.0819 | 0.2179 | ** | 0.3996 | * | 0.1649 | ||||
(0.1232) | (0.1711) | (0.1138) | (0.0373) | (0.1144) | (0.1469) | (0.0553) | (0.0606) | (0.1780) | (0.1033) | |||||||||||
naturalresources | -0.3773 | ** | 0.1329 | 0.2147 | * | -0.1731 | ** | -0.4266 | ** | 0.3037 | * | -0.1643 | ** | -0.1818 | ** | -0.1500 | 0.0368 | |||
(0.1028) | (0.1428) | (0.0950) | (0.0311) | (0.0955) | (0.1226) | (0.0461) | (0.0505) | (0.1486) | (0.0863) | |||||||||||
indigenous | -0.0506 | -0.0767 | -0.0119 | -0.0026 | 0.0067 | -0.1219 | ** | 0.0051 | 0.0067 | -0.0648 | -0.1474 | ** | ||||||||
(0.0319) | (0.0444) | (0.0295) | (0.0097) | (0.0297) | (0.0381) | (0.0143) | (0.0157) | (0.0461) | (0.0268) | |||||||||||
date | 0.0033 | 0.0003 | 0.0029 | 0.0046 | -0.0024 | -0.0121 | -0.0066 | -0.0029 | -0.0307 | -0.0053 | ||||||||||
(0.0124) | (0.0172) | (0.0115) | (0.0038) | (0.0115) | (0.0148) | (0.0056) | (0.0061) | (0.0179) | (0.0104) | |||||||||||
constant | -0.0404 | -0.0006 | 0.1023 | * | -0.0373 | 0.1087 | * | -0.0042 | 0.0727 | ** | -0.0129 | 0.2547 | ** | 0.1037 | ** | |||||
(0.0472) | (0.0655) | (0.0436) | (0.0143) | ** | (0.0438) | (0.0562) | (0.0213) | (0.0232) | (0.0681) | (0.0396) | ||||||||||
Adjusted R2 | 0.4098 | 0.1044 | 0.0158 | 0.4596 | 0.2423 | 0.1496 | 0.1987 | 0.0782 | 0.1017 | 0.1248 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | no | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 131.35 | ** | 43.79 | ** | 43.79 | ** | 131.35 | ** | 64.59 | ** | 65.89 | ** | 131.35 | ** | 43.79 | ** | 43.79 | ** | 43.79 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - |
| 4.71 |
| 3.56 |
| - |
| 2.51 |
| 0.38 |
| - |
| 1.62 |
| 3.31 |
| 0.27 |
|
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “social organization” is omitted from this table.
Table 8
Chile: estimates of the impact of spending associated with projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2013 (alternative specification 2)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
fpaspending | 2.2E-09 | -6.3E-09 | 2.1E-09 | -3.7E-10 | -2.2E-10 | -6.8E-09 | * | -5.1E-10 | -1.6E-09 | -6.6E-09 | 2.1E-09 | |||||||||
(2.6E-09) | (3.6E-08) | (2.4E-09) | (7.8E-10) | (2.4E-09) | (3.1E-09) | (1.2E-09) | (1.3E-09) | (3.7E-09) | (2.2E-08) | |||||||||||
percapincome | 1.5E-07 | * | 2.5E-07 | ** | 8.7E-08 | 1.3E-07 | ** | 2.2E-07 | ** | -2.9E-07 | ** | -1.1E-07 | ** | -5.5E-08 | -3.5E-07 | ** | -1.6E-07 | ** | ||
(5.9E-08) | (8.2E-08) | (5.4E-08) | (1.8E-08) | (5.5E-08) | (7.0E-08) | (2.7E-08) | (2.9E-08) | (8.6E-08) | (4.9E-08) | |||||||||||
rural | -0.0928 | ** | -0.0544 | -0.0191 | -0.0028 | -0.0919 | ** | -0.0539 | -0.0475 | ** | 0.0040 | -0.0944 | * | -0.0374 | ||||||
(0.0276) | (0.0383) | (0.0255) | (0.0084) | (0.0256) | (0.0330) | (0.0124) | (0.0136) | (0.0401) | (0.0231) | |||||||||||
work | 0.6145 | ** | 0.3103 | -0.1799 | 0.1317 | ** | 0.3959 | ** | 0.6452 | ** | 0.0917 | 0.2212 | ** | 0.4402 | * | 0.1726 | ||||
(0.1232) | (0.1710) | (0.1138) | (0.0374) | (0.1145) | (0.1472) | (0.0554) | (0.0606) | (0.1791) | (0.1034) | |||||||||||
naturalresources | -0.3736 | ** | 0.1335 | 0.2181 | * | -0.1679 | ** | -0.4291 | ** | 0.2901 | * | -0.1718 | ** | -0.1851 | ** | -0.1840 | 0.0309 | |||
(0.1017) | (0.1412) | (0.0940) | (0.0309) | (0.0946) | (0.1217) | (0.0458) | (0.0501) | (0.1479) | (0.0854) | |||||||||||
indigenous | -0.0504 | -0.0774 | -0.0122 | -0.0023 | 0.0061 | -0.1225 | ** | 0.0048 | 0.0063 | -0.0674 | -0.1477 | ** | ||||||||
(0.0319) | (0.0442) | (0.0294) | (0.0097) | (0.0296) | (0.0381) | (0.0143) | (0.0157) | (0.0463) | (0.0267) | |||||||||||
constant | -0.0391 | 0.0012 | 0.1046 | * | -0.0354 | * | 0.1087 | * | -0.0093 | 0.0700 | ** | -0.0137 | 0.2441 | ** | 0.1016 | |||||
(0.0473) | (0.0656) | (0.0437) | (0.0143) | (0.0440) | (0.0565) | (0.0213) | (0.0233) | (0.0687) | (0.0397) | |||||||||||
Adjusted R2 | 0.4116 | 0.1084 | 0.0193 | 0.4582 | 0.2444 | 0.1488 | 0.1968 | 0.0803 | 0.0939 | 0.1275 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | no | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 126.75 | ** | 42.28 | ** | 42.28 | ** | 126.75 | ** | 63.19 | ** | 63.51 | ** | 126.75 | ** | 42.28 | ** | 42.28 | ** | 42.28 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - |
| 4.64 |
| 3.35 |
| - |
| 2.56 |
| 0.35 |
| - |
| 1.78 |
| 4.23 |
| 0.28 |
|
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “date” is omitted from this table.
Table 9
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2012
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa t-1 | 0.0526 | -0.1784 | * | 0.0216 | -0.0118 | -0.0186 | -0.1768 | * | -0.0073 | -0.0435 | -0.1791 | * | 0.0500 | |||||||
(0.0633) | (0.0871) | (0.0566) | (0.0190) | 0.0572 | (0.0755) | (0.0281) | (0.0308) | (0.0898) | (0.0518) | |||||||||||
percapincome | 1.5E-07 | * | 2.3E-07 | ** | 8.3E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.9E-07 | ** | -1.0E-07 | ** | -5.4E-08 | -3.2E-07 | ** | -1.5E-07 | ** | ||
(6.3E-08) | (8.8E-08) | (5.7E-08) | (1.9E-08) | (5.8E-08) | (7.7E-08) | (2.8E-08) | (3.2E-08) | (9.1E-08) | (5.3E-08) | |||||||||||
rural | -0.0957 | ** | -0.0443 | -0.0230 | -0.0019 | -0.0846 | ** | -0.0425 | -0.0456 | ** | 0.0088 | -0.0837 | -0.0438 | |||||||
(0.0304) | (0.0426) | (0.0277) | (0.0091) | (0.0279) | (0.0370) | (0.0135) | (0.0151) | (0.0440) | (0.0254) | |||||||||||
work | 0.5843 | ** | 0.4550 | * | -0.1477 | 0.1470 | ** | 0.4064 | ** | 0.7569 | ** | 0.0796 | 0.2451 | ** | 0.5441 | * | 0.1439 | |||
(0.1509) | (0.2102) | (0.1367) | (0.0453) | (0.1378) | (0.1824) | (0.0670) | (0.0744) | (0.2168) | (0.1251) | |||||||||||
socialorganization | -0.0092 | 0.0504 | 0.0578 | 0.0042 | -0.0465 | 0.0279 | -0.0213 | -0.0129 | 0.0406 | 0.0272 | ||||||||||
(0.0960) | (0.1352) | (0.0879) | (0.0288) | (0.0885) | (0.1173) | (0.0427) | (0.0478) | (0.1394) | (0.0804) | |||||||||||
naturalresources | -0.3719 | ** | 0.1111 | 0.2068 | * | -0.1746 | ** | -0.4217 | ** | 0.2857 | * | -0.1617 | ** | -0.1834 | ** | -0.1705 | 0.0364 | |||
(0.1051) | (0.1480) | (0.0963) | (0.0356) | (0.0969) | (0.1284) | (0.0467) | (0.0524) | (0.1527) | (0.0881) | |||||||||||
indigenous | -0.0622 | -0.0379 | -0.0236 | -0.0004 | 0.0224 | -0.0798 | ** | 0.0107 | 0.0208 | -0.0227 | -0.1645 | ** | ||||||||
(0.0431) | (0.0602) | (0.0391) | (0.0129) | (0.0394) | (0.0522) | (0.0191) | (0.0213) | (0.0621) | (0.0358) | |||||||||||
date | 0.0000 | -0.0000 | 0.0000 | 0.0001 | -0.0000 | -0.0002 | -0.0001 | -0.0000 | -0.0004 | -0.0001 | ||||||||||
(0.0001) | (0.0002) | (0.0001) | (0.0000) | (0.0001) | (0.0002) | (0.0001) | (0.0001) | (0.0002) | (0.0001) | |||||||||||
constant | -8.7263 | 3.9975 | -5.6205 | -10.1298 | 5.9623 | 32.2636 | 14.9707 | 7.6292 | 74.7965 | 11.1906 | ||||||||||
(28.5223) | (40.1537) | (26.1195) | (8.5639) | (26.2822) | (34.8401) | (12.6768) | (14.2031) | (41.4140) | (23.8969) | |||||||||||
Adjusted R2 | 0.3978 | 0.0614 | -0.0187 | 0.4583 | 0.2397 | 0.0900 | 0.1990 | 0.0353 | 0.0751 | 0.1098 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | yes | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 49.09 | ** | 17.19 | ** | 17.19 | ** | 49.09 | ** | 25.67 | ** | 17.19 | ** | 49.09 | ** | 17.19 | ** | 17.19 | ** | 17.19 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - | 3.68 | 4.07 | - | 2.33 | 3.35 | - | 1.00 | 2.13 | 0.27 |
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
Table 10
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2012 (alternative specification 1)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa t-1 | 0.0517 | -0.1736 | * | 0.0270 | -0.0114 | -0.0230 | -0.1546 | * | -0.0093 | -0.0447 | -0.1753 | * | 0.0526 | |||||||
(0.0626) | (0.0859) | (0.0560) | (0.0188) | 0.0566 | (0.0748) | (0.0278) | (0.0305) | (0.0887) | (0.0530) | |||||||||||
percapincome | 1.5E-07 | * | 2.3E-07 | ** | 8.4E-08 | 1.3E-07 | ** | -2.2E-07 | ** | -2.9E-07 | ** | -1.0E-07 | ** | -5.4E-08 | -3.2E-07 | ** | -1.5E-07 | ** | ||
(6.3E-08) | (8.8E-08) | (5.7E-08) | (1.9E-08) | (5.8E-08) | (7.6E-08) | (2.8E-08) | (3.1E-08) | (9.1E-08) | (5.3E-08) | |||||||||||
rural | -0.0964 | ** | -0.0402 | -0.0184 | -0.0016 | -0.0884 | ** | -0.0438 | -0.0473 | ** | 0.0078 | -0.0805 | -0.0416 | |||||||
(0.0293) | (0.0410) | (0.0267) | (0.0088) | (0.0269) | (0.0354) | (0.0130) | (0.0146) | (0.0424) | (0.0245) | |||||||||||
work | 0.5877 | ** | 0.4356 | * | -0.1696 | 0.1454 | ** | 0.4239 | ** | 0.7162 | ** | 0.0876 | 0.2499 | ** | 0.5288 | * | 0.1336 | |||
(0.1462) | (0.2035) | (0.1325) | (0.0439) | (0.1337) | (0.1759) | (0.0650) | (0.0722) | (0.2100) | (0.1215) | |||||||||||
naturalresources | -0.3733 | ** | 0.1192 | 0.2160 | * | -0.1739 | ** | -0.4290 | ** | 0.2921 | * | -0.1651 | ** | -0.1854 | ** | -0.1642 | 0.0408 | |||
(0.1038) | (0.1460) | (0.0951) | (0.0312) | (0.0958) | (0.1256) | (0.0461) | (0.0518) | (0.1507) | (0.0871) | |||||||||||
indigenous | -0.0636 | -0.0303 | -0.0148 | 0.0003 | 0.0154 | -0.0841 | ** | 0.0075 | 0.0188 | -0.0166 | -0.1604 | ** | ||||||||
(0.0405) | (0.0563) | (0.0367) | (0.0122) | (0.0370) | (0.0487) | (0.0180) | (0.0200) | (0.0581) | (0.0336) | |||||||||||
date | 0.0038 | -0.0017 | 0.0028 | 0.0045 | -0.0029 | -0.0135 | -0.0067 | -0.0035 | -0.0328 | -0.0048 | ||||||||||
(0.0126) | (0.0177) | (0.0115) | (0.0038) | (0.0116) | (0.0152) | (0.0056) | (0.0063) | (0.0182) | (0.0105) | |||||||||||
constant | -0.0278 | -0.0494 | 0.1006 | -0.0401 | 0.0967 | -0.0400 | 0.0705 | -0.0259 | 0.2024 | * | 0.1163 | * | ||||||||
(0.0570) | (0.0793) | (0.0516) | (0.0171) | * | (0.0521) | (0.0686) | (0.0253) | (0.0281) | (0.0818) | (0.0473) | ||||||||||
Adjusted R2 | 0.4000 | 0.0676 | 0.0181 | 0.4600 | 0.2409 | 0.1118 | 0.2007 | 0.0359 | 0.0801 | 0.1104 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | yes | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 50.25 | ** | 17.58 | ** | 17.58 | ** | 50.25 | ** | 26.25 | ** | 17.58 | ** | 50.25 | ** | 17.58 | ** | 17.58 | ** | 17.58 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - | 3.66 | 4.05 | - | 2.35 | 0.60 | - | 1.02 | 2.13 | 0.26 |
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “social organization” is omitted from this table.
Table 11
Chile: estimates of the impact of the number of projects financed by the Environmental Protection Fund (FPA) per 1,000 inhabitants, 2012 (alternative specification 2)a
Dependent variable | environment1 | environment2 | environment3 | environment4 | environment5 | environment6 | environment7 | environment8 | environment9 | environment10 | ||||||||||
numberfpa t-1 | 0.0536 | -0.1703 | 0.0324 | -0.0092 | -0.0217 | -0.1619 | * | -0.0126 | -0.0456 | -0.1904 | * | 0.0501 | ||||||||
(0.0636) | (0.0877) | (0.0571) | (0.0191) | 0.0578 | (0.0765) | (0.0284) | (0.0312) | (0.0916) | (0.0524) | |||||||||||
percapincome | 1.6E-07 | ** | 2.3E-07 | ** | 8.9E-08 | 1.3E-07 | ** | -2.3E-07 | ** | -3.1E-07 | ** | -1.1E-07 | ** | -6.0E-08 | * | -3.7E-07 | ** | -1.6E-07 | ** | |
(6.0E-08) | (8.4E-08) | (5.5E-08) | (1.8E-08) | (5.5E-08) | (7.3E-08) | (2.7E-08) | (3.0E-08) | (8.8E-08) | (5.0E-08) | |||||||||||
rural | -0.0968 | ** | -0.0408 | -0.0194 | -0.0021 | -0.0885 | ** | -0.0422 | -0.0467 | ** | 0.0088 | -0.0771 | -0.0411 | |||||||
(0.0293) | (0.0411) | (0.0268) | (0.0088) | (0.0270) | (0.0356) | (0.0131) | (0.0146) | (0.0429) | (0.0245) | |||||||||||
work | 0.5810 | ** | 0.4321 | * | -0.1810 | 0.1374 | ** | 0.4249 | ** | 0.7413 | ** | 0.0996 | 0.2550 | ** | 0.5856 | ** | 0.1423 | |||
(0.1478) | (0.2057) | (0.1340) | (0.0445) | (0.1354) | (0.1786) | (0.0659) | (0.0732) | (0.2148) | (0.1229) | |||||||||||
naturalresources | -0.3689 | ** | 0.1178 | 0.2198 | * | -0.1687 | ** | -0.4320 | ** | 0.2763 | * | -0.1729 | ** | -0.1893 | ** | -0.2021 | 0.0352 | |||
(0.1030) | (0.1445) | (0.0941) | (0.0310) | (0.0949) | (0.1250) | (0.0459) | (0.0514) | (0.1509) | (0.0863) | |||||||||||
indigenous | -0.0638 | -0.0320 | -0.0168 | -0.0000 | 0.0144 | -0.0829 | 0.0079 | 0.0188 | -0.0148 | -0.1600 | ** | |||||||||
(0.0406) | (0.0565) | (0.0368) | (0.0122) | (0.0372) | (0.0490) | (0.0181) | (0.0201) | (0.0590) | (0.0337) | |||||||||||
constant | -0.0257 | -0.0476 | 0.1047 | -0.0377 | 0.0969 | -0.0475 | 0.0669 | -0.0272 | 0.1857 | 0.1137 | * | |||||||||
(0.0577) | (0.0802) | (0.0522) | (0.0174) | (0.0528) | (0.0697) | (0.0257) | (0.0285) | (0.0838) | (0.0479) | |||||||||||
Adjusted R2 | 0.4012 | 0.0730 | 0.0233 | 0.4590 | 0.2434 | 0.1065 | 0.1988 | 0.0361 | 0.0638 | -0.245 | ||||||||||
Instrumental variables | ||||||||||||||||||||
electricity | yes | yes | yes | yes | yes | yes | yes | yes | yes | yes | ||||||||||
formalitiesinternet | no | yes | yes | no | no | yes | no | yes | yes | yes | ||||||||||
informationinternet | no | yes | yes | no | yes | yes | no | yes | yes | yes | ||||||||||
First step (weak instruments) | ||||||||||||||||||||
F test | 48.27 | ** | 16.66 | ** | 16.66 | ** | 48.27 | ** | 24.85 | ** | 16.66 | ** | 48.27 | ** | 16.66 | ** | 16.66 | ** | 16.66 | ** |
Overidentifying restrictions | ||||||||||||||||||||
J test | - | 3.68 | 3.87 | - | 2.42 | 0.57 | - | 1.16 | 2.81 | 0.29 |
Source: Prepared by the author.
Note: (*) significant at 5%; (**) significant at 1%.
a The explanatory variable “date” is omitted from this table.
Furthermore, to validate the choice of method, it must be demonstrated that the instrumental variables are related to the endogenous explanatory variable but are not related to the dependent variable. In other words, the instruments do not need to explain the perception of environmental quality but, at the same time, the instrument must help to explain the number of FPA-financed projects or spending on FPA-financed projects per 1,000 inhabitants at the district level. As stated above, according to the Ministry of the Environment staff responsible for the programme, these projects are less likely to be completed successfully when it is difficult for project coordinators to submit expenditure reports because they do not have access to the Internet. The same argument could be used to substantiate the claim that communities without Internet access are less likely to submit projects for FPA financing. Therefore, districts where Internet access rates are higher, and whose population is more likely to carry out formalities over the Internet and to search for information using the Internet, are more likely to have a higher number of FPA-financed projects or spending associated with FPA-financed projects. Moreover, there is no apparent relationship between these instrumental variables and the perception of environmental quality variables. The results presented in tables 3-11 show that all the estimated regressions of the instrumental variables used meet the relevance test (F test) and the exogeneity test (J test). It can therefore be said that the instrumental variables are suitable for determining the programme’s impact.
Lastly, the effect of the other explanatory variables on the different indicators of perception of environmental quality is observed to be robust to the different specifications and treatment variables used. The higher the percentage of the population living in rural areas in a district, the lower the perception of noise pollution, litter and dirt, and contamination from landfill sites close to residential areas. The higher the percentage of workers with respect to the total population, the higher the perception of noise pollution, visual pollution, litter and dirt, odour pollution, contamination owing to the failure of wastewater systems and pollution caused by stray dogs. The higher the percentage of workers in activities associated with natural resources, the lower the perception of noise pollution, visual pollution, litter and dirt, contamination from landfill sites close to residential areas and contamination owing to the failure of wastewater systems, but also the higher the perception of water pollution and odour pollution (in all likelihood both are linked to livestock farming activities). The higher the percentage of indigenous peoples in the population of the district, the lower the perception of odour pollution and pests. Finally, the higher the per capita income in the district, the higher the perception of noise pollution, air pollution, visual pollution, but the lower the perception of litter and dirt, odour pollution, contamination from landfill sites close to residential areas, pollution caused by stray dogs and pests. Consequently, this last result indicates the existence of different Kuznets curves in Chile, depending on the type of pollution that is being analysed.
V. Conclusions
This study contributes empirical evidence to the existing literature on the evaluation and effectiveness of environmental policies that improve the allocation of resources in Chile. Moreover, it is innovative, as no previous studies have used quantitative ex post evaluation methodologies to determine the impact of community-based environmental initiatives in other countries.
As previous studies only use qualitative methodologies to address this problem, there is no standard set of explanatory variables that can be included in the specifications of the statistical regression models. However, a literature review was undertaken of traditional econometric methodologies applied to environmental issues, which revealed that explanatory variables are included depending on the context of each study. Consequently, the explanatory variables included in this paper were determined by the information available in the database of the National Socioeconomic Survey (CASEN) of 2013, which allowed each district to be typified and the perception of environmental quality in each one to be monitored.
The results of the statistical tests show that the instruments used are suitable for estimating the impacts of the programme. Therefore, it can be concluded that the programme has a significant statistical impact only on reducing the perception of odour pollution in the short term, while perception of the other nine environmental components was not affected. In the long term, the estimated impact on perception of odour pollution increased twofold, and perception of air pollution and pollution caused by stray dogs both improved by a similar magnitude. These results seem reasonable given that 39.6% of the projects selected by FPA are related to the issues of climate change and environmental decontamination. However, a large number of projects do not appear to be having any significant impact and deal with the issues of biodiversity conservation (20.7%), environmental networks (18.9%), energy efficiency and non-conventional renewable energies (8.5%) and sustainable management of natural resources (6.7%), among others. Therefore, it is natural to conclude that resources must be reallocated to improve the impact of the FPA programme.
The study’s estimates also provide insight into the programme’s cost-effectiveness to improve perception of different environmental components. Given that the estimated short-term effect of the variable “number of FPA-financed projects per 1,000 inhabitants” is a reduction of 9.32% in the perception of odour pollution, if the number of FPA-finance projects is increased by one in a district with an average population of 53,312, the perception of odour pollution would be reduced by 0.175%, at an average cost per project of 2.25 million pesos, so 12.9 million pesos would have to be invested in order to reduce that perception by 1 percentage point in that particular district. Applying the same procedure reveals that, in the long term, the perception of odour pollution would be reduced by 0.332%, so only 6.78 million pesos would have to be invested to reduce that perception by 1 percentage point. At the same time 6.72 million pesos would have to be invested to reduce the perception of air pollution by 1 percentage point and 6.70 million pesos to reduce the perception of pollution caused by stray dogs by the same magnitude. Lastly, the cost-effectiveness indicator is infinite for each of the other environmental components, since no statistically significant impact is created.
One limitation of this study is that when a programme evaluation is carried out at the district level its impact cannot be identified accurately if the beneficiary population accounts for a relatively small percentage of the total population of the district. While it would have been ideal to have more data available to carry out the evaluation of the FPA programme, for example through the selection of a treatment group and a control group, this information has not been gathered because of the high cost of collecting data in territories far from the mainland, the difficulty of defining credible control groups and the low number of selected projects and non-selected projects, despite the fact that a study was carried out for the Ministry of the Environment which sets out the methodological design for collecting data and applying quasi-experimental and non-experimental techniques to evaluate this programme (Mardones, 2015). Consequently, this non-experimental evaluation using the instrumental variables method provides a general overview of the impact of the FPA programme at the district level and allows the programme’s cost-effectiveness to be determined very cheaply, since secondary information is used, thus constituting an interesting and useful empirical application for the ex post evaluation of environmental policies.
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Annex A1
Table A1.1
Summary of traditional econometric methodologies to evaluate environmental initiatives
Publication | Country or territory | Methodology | Dependent variables | Explanatory variables |
Castro and others (2011) | Spain | Probit and multiple linear regression | Willingness to pay for the maintenance of ecosystem services | Family income, education level, area that provides ecosystem services, visits to the protected area |
Marquart-Pyatt (2012) | 27 countries | Multinomial logit | Environmental threat awareness, environmental efficacy and willingness to pay | Ecological footprints, ecosystem |
Baptiste, Foley and Smardon (2015) | United States | Logit | Willingness to implement green infrastructure in the case study | Green infrastructure knowledge, efficacy, influence factors and demographic variables |
Byrne, Lo and Jianjun (2015) | China | Multiple linear regression | Perceived benefits of urban tree planting | Awareness of climate change, concern about climate change, expected impact of climate change |
Carrus and others (2015) | Italy | Factor analysis | Biodiversity level, location of green areas | Aggregate scores of benefits and well-being and perceived restorativeness score |
Dennis and James (2016) | United Kingdom | Multiple linear regression | Ecosystem service provision score | Vegetation cover, food cultivation area |
Derkzen, Van Teeffelen and Verburg (2017) | Netherlands | Multinomial logit | Concerns about heat waves, the notion of urban flooding, concern about flooding | Age, education |
Eltayeb, Zailani and Ramayah (2011) | Malaysia | Multiple linear regression | Environmental outcomes, economic outcomes, cost reductions and intangible outcomes | Green purchasing, environmentally-friendly design, reverse logistics |
Kang and others (2012) | United States | Multiple linear regression | Attitude of respondents to environmental concerns | Gender, income, age, level of education, civil status, work experience |
Zailani and others (2015) | Malaysia | Partial least squares | Green innovation initiatives (green product innovation, green process innovation) | Market regulations, market demand, firms’ green initiatives |
Luan, Tien and Chen (2016) | Taiwan Province of China | Multinomial logit | Pollution prevention, green certifications, firms’ performance | Degree of research and development, degree of internationalization |
Source: Prepared by the author.
Table A1.2
Chile: type, scope and duration of projects financed by the Environmental Protection Fund (FPA) and completed, 2013
Type of project | Scope | Duration (months) |
Environmental education | Fishing village | 6 |
Efficient management of organic waste | Fishing village | 10 |
Environmental study of wetlands | Comuna | 11 |
Environmental network of older persons | Comuna | 8 |
Assessment of solar energy and environmental education | Comuna | 10 |
Environmental education for social leaders | Comuna | 6 |
Creation of a sustainable park | Comuna | 9 |
Environmental education programme on organic agriculture | Comuna | 9 |
Preservation of endangered native species | Comuna | 6 |
Protection and conservation of wetlands | Comuna | 9 |
Eradication of exotic species | Comuna | 10 |
Virtual network of young people to care for the environment | Comuna | 10 |
Environmental education and conservation workshops | Comuna | 6 |
Creation of an environmental care demonstration centre | Comuna | 7 |
Wetland restoration | Comuna | 9 |
Waste recycling and composting | Comuna | 11 |
Green fair for sharing experiences and knowledge of environmental matters | Comuna | 8 |
Conservation of the native forest | Comuna | 11 |
Environmental education | Comuna | 9 |
Strengthening the comuna’s environmental network and disseminating environmental issues | Comuna | 10 |
Education and launch of a waste management and use system | Comuna | 9 |
Environmental education | Comuna | 9 |
Exchange of native species seeds and creation of a guide | Comuna | 10 |
Education and training on the efficient use of wood for heating | Comuna | 11 |
Environmental networks and ecological tours | Comuna | 6 |
Environmentally-friendly and efficient consumption workshops | Comuna | 9 |
University network for sustainable development | Comuna | 10 |
Environmental workshops, walks and fairs | Comuna | 9 |
Environmental workshops | Comuna | 10 |
Workshops and promotion of a bird watching festival | Comuna | 10 |
Environmental talks and recycling campaigns | Comuna | 9 |
Establishment of a community centre for environmental education and training local monitors | Comuna | 11 |
Installation of infrastructure to minimize solid waste and workshops | Comuna | 8 |
Training on environmental issues for social organizations’ leaders | Comuna | 6 |
Development of a workshop for environmentally-friendly training and art tours | Comuna | 6 |
Environmental education and training workshops | Comuna | 11 |
Creation of a physical space for environmental education focused on wetlands and conservation | Comuna | 11 |
Environmental workshop and preparation of eight television news bulletins | Comuna | 9 |
Preparation of environmental studies and ecotourism training | Comuna | 10 |
National meeting on protecting forestry and agricultural biodiversity | Comuna | 6 |
Recycling in educational establishments | Comuna | 8 |
Environmental education for conservation | Comuna | 9 |
Compiling information on the coastal area | Comuna | 8 |
Campaign to assess and care for the coastal sector | Comuna | 7 |
Establishment of recycling points and making them ready (recycling and composting) | Comuna | 9 |
Free environmental education cycling tours for citizens | Comuna | 6 |
Establishment of the Environmental Education and Innovation Centre | Comuna | 7 |
Reforestation with native tree species in areas vulnerable to erosion | Comuna | 7 |
Development of a virtual network for citizens organizations on environmental issues | Comuna | 9 |
Establishment of a workspace to collect, analyse and disseminate bioindicators for conservation | Comuna | 10 |
Creation of a network of kindergartens to promote recycling and repurposing of waste | Comuna | 8 |
Design, development and management of a citizen environmental management plan | Comuna | 10 |
Determining human impact of mining and livestock farming on national reserve | Comuna | 6 |
Use of non-conventional renewable energies | Indigenous community | 9 |
Installation of sustainable hot water systems | Indigenous community | 7 |
Installation of sustainable hot water systems | Indigenous community | 10 |
Installation of solar energy systems | Indigenous community | 8 |
Protection of watershed and channelling water to the basin | Indigenous community | 7 |
Installation of solar energy systems | Indigenous community | 6 |
Protection of cultural heritage related producing medicinal herbs | Indigenous community | 9 |
Reviving traditional flora | Indigenous community | 10 |
Environmental restoration of the sector for education on Mapuche ancestral culture | Indigenous community | 9 |
Construction of family vegetable patches to preserve species | Indigenous community | 7 |
Installation of renewable energy systems | Indigenous community | 7 |
Installation of solar panels | Indigenous community | 10 |
Installation of renewable energy systems | Indigenous community | 11 |
Promoting understanding of biodiversity from the Mapuche worldview | Indigenous community | 8 |
Closure and reforestation of degraded sites with native species and medicinal herbs | Indigenous community | 6 |
Closure and reforestation of degraded sites with native species | Indigenous community | 8 |
Environmental training workshops with an intercultural approach | Indigenous community | 7 |
Management of organic and inorganic waste | Indigenous community | 11 |
Forest restoration and protection, with a video record | Indigenous community | 10 |
Installing and encouraging the use of solar energy systems in offices | Indigenous community | 10 |
Building a ruca (traditional Mapuche house) and installing waste management containers | Indigenous community | 9 |
Installation of solar panels | Indigenous community | 11 |
Promotion of ethno-tourism programme and development of an eco-park | Indigenous community | 9 |
Construction of a greenhouse and composting centre | Indigenous community | 9 |
Creation of a demonstration site with clean energy generation systems | Indigenous community | 8 |
Mitigating or reducing the environmental impact of pollution caused by tourists at the beach | Indigenous community | 6 |
Recovery of the native forest and its biodiversity to create a park | Indigenous community | 8 |
Installation of thermal solar system for domestic water heating | Indigenous community | 9 |
Installation of thermal solar system for domestic water heating and environmental education | Indigenous community | 9 |
Installation of thermal solar system for domestic water heating and environmental education | Indigenous community | 8 |
Agricultural crops | Educational establishment | 6 |
Water recycling to irrigate green areas | Educational establishment | 6 |
Water recycling to irrigate green areas | Educational establishment | 8 |
Marine conservation education | Educational establishment | 7 |
Environmental education to combat climate change | Educational establishment | 9 |
Solar energy demonstration module on a nature trail | Educational establishment | 9 |
Study of the climate and pollution in the comuna | Educational establishment | 9 |
Promotion local environmental management | Educational establishment | 9 |
Environmental education workshop | Educational establishment | 6 |
Environmental education | Educational establishment | 7 |
Installation of recycling and waste minimization infrastructure | Educational establishment | 8 |
Creation of an educational tool to address environmental issues | Educational establishment | 7 |
Environmental education developing activities outside the institution | Educational establishment | 8 |
Creation of an environmental education demonstration centre | Educational establishment | 9 |
Setting up of a laboratory and training for teachers, students and community members | Educational establishment | 8 |
Incentives for the use of environmentally-friendly diapers | Educational establishment | 8 |
Construction of greenhouses using plastic bottles | Educational establishment | 6 |
Installation of containers to collect rainwater to be recycled | Educational establishment | 10 |
Installation of a recycling point and environmentally-friendly plaza | Educational establishment | 9 |
Appreciation of nature through the cultivation of vegetables and medicinal herbs | Educational establishment | 7 |
Environmental education | Various educational establishments | 9 |
Theoretical and practical workshops on environmental education | Various educational establishments | 9 |
Knowledge and dissemination of endangered native species | Various educational establishments | 11 |
Network of school ecological groups | Various educational establishments | 9 |
Construction de biotopes in educational spaces | Various educational establishments | 8 |
Education on and dissemination of the National Climate Change Action Plan | Various educational establishments | 10 |
Recycling and waste reduction | Various educational establishments | 9 |
Environmental education network in schools | Various educational establishments | 9 |
Setting up forests as a “natural laboratory” for conservation | Various educational establishments | 11 |
Open air workshops and competitions | Various educational establishments | 7 |
Theatre play with an environmental protection theme | Various educational establishments | 6 |
Preparation of educational material for children on biodiversity and conservation | Various educational establishments | 9 |
Creation of a network of school ornithology groups | Various educational establishments | 8 |
Environmental education for the protection of wildlife in priority sites | Various educational establishments | 9 |
Development of an educational game on environmental issues to be used in educational centres | Various educational establishments | 11 |
Installation of thermal solar panels for hot water | Foundation | 6 |
Training on and carrying out the recycling of household waste | Neighbourhood association | 7 |
Ecological farming activities | Neighbourhood association | 8 |
Ecological activities | Neighbourhood association | 8 |
Environmental education workshops on solar energy | Neighbourhood association | 9 |
Infrastructure for and training on recycling | Neighbourhood association | 11 |
Installation of a recycling centre and environmental education workshops | Neighbourhood association | 8 |
Installation of solar cookers | Neighbourhood association | 7 |
Recycling and composting | Neighbourhood association | 9 |
Solid waste management, afforestation and creation of vegetable plots | Neighbourhood association | 10 |
Installation of hot water solar collector and photovoltaic panels | Neighbourhood association | 9 |
Self-construction of dry toilets for waste disposal | Neighbourhood association | 8 |
Installation of solar energy system | Neighbourhood association | 7 |
Production of organic foods | Neighbourhood association | 11 |
Educational farm to cultivate endemic tree species | Neighbourhood association | 9 |
Comprehensive waste management | Neighbourhood association | 11 |
Construction of educational forest ecopaths and installation of a wind energy system | Neighbourhood association | 9 |
Implementation of ecospaces in kindergartens and environmental education | Neighbourhood association | 8 |
Planting native species to conserve water sources | Neighbourhood association | 11 |
Educational and processing station to produce compost and humus | Neighbourhood association | 11 |
Delivery of solar systems to heat water for the bathroom and kitchen | Neighbourhood association | 7 |
Delivery of solar systems to heat water for the bathroom and kitchen | Neighbourhood association | 6 |
Production of written and photographic material for environmental education workshops | Neighbourhood association | 8 |
Environmental education for solid waste management | Neighbourhood association | 6 |
Promotion of non-conventional renewable energies | Various neighbourhood associations | 9 |
Restoration of watersheds | Various neighbourhood associations | 10 |
Creation and equipment of educational spaces on plant nurseries and landscaping | Town | 9 |
Educational talks, recycling and composting | Town | 10 |
Training and recycling | Town | 7 |
Greenhouse installation, composting and recycling | Town | 10 |
Transformation of a cultural and sports centre into an energy-efficient, water-efficient sustainable centre with recycling and waste reduction and recycling | Town | 11 |
Dissemination and use of medicinal plants of the Mapuche people in the comuna | Town | 8 |
Establishment of an environmental round table for civil society in the Cajón del Maipo | Town | 11 |
Promotion and dissemination efforts to reduce and manage household solid waste | Town | 8 |
Efforts to encourage and workshops on sustainable use of water resources and wetland protection | Town | 9 |
Comprehensive treatment of solid household waste with biodigesters | Town | 9 |
Ecopark construction and recycling | Town | 6 |
Conservation of endangered species | Province | 9 |
Community radio stations on environmental issues | Province | 9 |
Meeting of youth leaders on environmental issues | Region | 7 |
Efforts to protect the river shrimp | Region | 9 |
Production and storage of medicinal species needed for traditional Mapuche medicine | Region | 9 |
Sharing of experiences of using and applying non-conventional renewable energies | Region | 8 |
Environmental study of flora | National reserve | 11 |
Creation of a biodiversity conservation centre | National reserve | 11 |
Youth environmental networks | Various comunas | 7 |
Source: Prepared by the author, on the basis of data from the Ministry of the Environment of Chile.
1 Furthermore, only a few projects receive financing each year (approximately 200) and the number has fallen quite close to the cut-off point, so this technique would not be useful either.
2 These unobservable factors are typically associated with the motivation or cost-benefit analysis carried out by each unit to determine participation.
3 Involvement in social organizations is low in Chile, as 74.4% of those surveyed are not involved in any type of organization.
4 Using the average value at the individual level in each district of the country.
5 However, given the need to follow up on some projects, a new line of action was added to FPA in 2017, under the tender for sustainable projects (Concurso Proyectos Sostenibles), which sought to finance sustainable, association- or community-based initiatives that would help to improve the environmental quality of the area, raise greater public awareness and appreciation of the environment, and include and promote environmental education and citizen participation. Funding was capped at 30 million pesos and the projects had to last at least 18 months, until 30 November 2018 (see [online] http://www.fpa.mma.gob.cl/concurso-proyecto-sostenible.php). It is hoped that, as a result of this initiative, these high-quality projects will eventually become self-sufficient.
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I. Introduction
The concept of multidimensional well-being has recently become more prominent, even though it has been implied in literature for some time. For example, Hicks (2002) and Nafziger (2005) cite a number of basic functionings related to well-being, such as adequate nutrition, the absence of premature mortality and the ability to appear in public without shame. The focus has largely been on material aspects of well-being; for instance, there have been vogues for certain objective measures such as the human development index (HDI) or reductions in the number of people living in poverty. Lately, however, there has been greater emphasis on the measurement of the intangible elements of multidimensional well-being (Bérenger and Verdier-Chouchane, 2007; Aiginger and Firgo, 2015; Arita, 2005), highlighting the importance of including a subjective well-being perspective in analysis.
Mexico’s goal of increasing residents’ living standards and well-being is clearly reflected in its 2013–2018 National Development Plan (Mexico, Government of, 2013). In this regard, OECD (2014) explains that in order to implement appropriate public policy, it is crucial that indicators properly reflect peoples’ well-being. The issue therefore revolves around two questions: who is most well-off and why. As regards the second question, literature offers various conceptions and theories regarding what well-being is and what its determinants are, ranging from Greek philosophers’ concepts of eudaemonia to the latest approaches built around capabilities and subjective well-being. The report prepared by Stiglitz, Sen and Fitoussi (2009) for the Commission on the Measurement of Economic Performance and Social Progress outlines a theoretical framework applicable to analysis of the multiple dimensions of well-being; these theoretical approaches are addressed in the second section of this article.
Turning back to the first question, Stiglitz, Sen and Fitoussi (2009) argue that the factors affecting a person’s well-being require both objective and subjective data. They offer a number of recommendations, including development of a single summary measure of well-being, and suggest that consideration of well-being should address three theoretical approaches or conceptions that are prominent in literature: the theory of capabilities, the theory of subjective well-being and the theory of fair allocations. They also highlight indicators relating to various aspects or dimensions that affect well-being, such as disposable income, consumption and wealth (which relate to the dimension of material well-being), and others that relate to health, education, personal activities, political engagement, social connections, the environment and insecurity.
In their report, Stiglitz, Sen and Fitoussi (2009) also emphasize the importance of considering certain limiting factors when constructing a composite indicator of well-being: the loss of information on inequalities resulting from the use of averages, arbitrary weighting procedures, arbitrary selection of information on the relative contribution of each dimension of well-being, and interpretation of changes in the indicator over time. They also mention the advantages of analysing data at the individual level rather than at the state or regional level (since, for example, this allows inequality to be explored).
These elements have been inadequately applied to Mexico. Some endeavours have created indicators to measure well-being in Mexico; the most recent and noteworthy contribution, given its multidimensional approach, is that of the Organization for Economic Cooperation and Development (OECD) (2015), which is based on the well-being indicators by state (Indicadores de Bienestar por entidad federativa) (produced by Mexico’s National Institute of Statistics and Geography (INEGI) and whose roots can be found in the OECD Better Life Index. However, this index has some limitations relating to the methodological elements mentioned by Stiglitz, Sen and Fitoussi (2009): it assumes that all dimensions are equally important in determining overall well-being, it does not capture the internal inequalities in each state1 and, although it uses subjective well-being data, they are not representative at state level. This study seeks to resolve these shortcomings by producing an indicator that: allows a different weight to be assigned to each dimension as recommended in the Handbook on Constructing Composite Indicators prepared by OECD (2008),2 attaches greater importance to inequality in line with Stiglitz, Sen and Fitoussi (2009), and uses data3 that is representative at state level.
This text is structured as follows: the second section deals briefly with the different conceptions and theories relating to well-being; the third section explains the methodology used to obtain the multidimensional well-being index, based on OECD (2008); the fourth section outlines the results obtained through this methodology and adapts other indicators to compare the differences that arise when considering different dimensions and indicators, as well as when allowing different weights; lastly, the fifth section provides some conclusions.
II. Conceptions and theories of well-being
The concept of well-being is complex and somewhat ambiguous. Any discussion of the topic must therefore begin with the various theories that have arisen since the Classical Greek concepts of eudaemonia and hedonism (Villatoro, 2012; Valencia and Cuervo, 1999). While the Greek philosophers’ approach accepts that material goods are required to achieve well-being, special emphasis is placed on the contribution of the intangible (the psychological facet of man) to fullness of life or experiential pleasure. Classical philosophy’s focus on human beings’ quest for fullness links it with subjective well-being, as will be addressed later; Bentham (2000) went so far as to argue that the principle of classical utility entailed a subjection of the individual to pleasure and pain experienced (and, therefore, to happiness acquired) as a result of his or her actions. Criticism of this utilitarian approach’s inability to assign values to the well-being of individuals or to make comparisons led welfarists to determine well-being on the basis of people’s choices from a set of alternatives (revealed preference) and to assign a numerical value to social states through social well-being functions (Villatoro, 2012).
For its part, the utilitarian approach to well-being linked to opulence scrutinizes an individual’s situation in relation to his or her access to goods and services; thus, the greater the access to goods and services —through higher income— the greater the well-being of the individual. Sen (1984) explains that this approach defines well-being too restrictively and, by limiting an individual’s well-being to fulfilment of desires (that is to say the individual obtains well-being from consumerism), it overlooks important elements.
These approaches are criticized for not describing the origin of the desires that lead to decision-making, in other words for not specifying the intrinsic value of well-being. For example, Rawls (1971) asserts that significant well-being could be achieved (from a utilitarian point of view) by permitting organized crime to operate and generate proceeds, entailing increased economic movement and greater violence. Therefore, Rawls (1971) proposes well-being based on social justice: well-being achieved by obtaining primary goods catalogued as natural (such as food or clothing) or social (such as freedom, rights, opportunities, income and institutions related to justice). This approach postulates that well-being comes from more equitable distribution and proposes an in-depth analysis of a number of theories of justice, such as the theory of fair allocations.
Based on Kolm’s (1997) criterion of equity in the absence of envy, the simplest efficient fair allocation is one in which all individuals are assigned the same set of goods; however, greater knowledge of the characteristics of the population and of available goods allows fair allocations to be made even if they vary from one individual to the next (Thomson, 2016). In other words, it is possible to allocate different goods to individuals in a society without them being worse off than they would have been if the same set of goods were allocated to everyone. In this respect, the theory of fair allocations allows neutral judgment, since each individual has a conception of the good, but it also has the shortcoming of assuming that the good will actually have the expected effect on each of the individuals (Wells, 2016).
As an alternative to these theories, the models regarding capabilities arose (Stiglitz, Sen and Fitoussi, 2009; Bérenger and Verdier-Chouchane, 2007), in which well-being is not achieved through the characteristics of the consumed good, as utility theory posits, or through the allocation and conception that the individual has of the good, as fair allocations theory proposes, but through the freedom that the person obtains from the capability to do or to be (Sen, 1984); that is to say, well-being comes from the functioning derived from the capability obtained from the good (Plata, 1999). According to Sen (1984), well-being is related to the individual’s freedom to function in a certain way; hence, goods must provide the individual with the ability to choose the way to function (to be or do) and not just to do things (Beckley, 2002). In this regard, a set of basic functionings provide the individual with well-being, such as being adequately nourished, avoiding premature mortality, appearing in public without shame, being happy and being free (Hicks, 2002; Nafziger, 2005). According to this approach, well-being goes beyond what is established in utility theory, hence the creation of the human development index by the United Nations Development Programme (UNDP) (Bérenger and Verdier-Chouchane, 2007).
Another group of authors employ a more complex approach, subjective well-being theory, which argues that the well-being of the individual as a human being depends on one’s own perception of different spheres or domains of life, influenced by both material (economic) and non-material aspects (Bonini, 2008; Rojas, 2005, 2007; Lever, 2004). Since well-being entails elements that cannot be quantified, such as emotional aspects, the proposal of this approach is to determine well-being through an indicator of life satisfaction or happiness obtained by asking the individual directly how satisfied or happy he or she is in life (Veenhoven, 2005).
Two important features of these theories stand out: well-being is multidimensional (it contains subjective and objective aspects), and the importance of each dimension in overall well-being is variable. Some authors (Villatoro, 2012; Krauss and Graham, 2013; Stiglitz, Sen and Fitoussi, 2009; Rojas, 2007), despite not rejecting the capabilities approach (or the objective aspect of well-being), stress the need to include the subjective sphere in well-being analyses, in spite of the difficulty this involves. Indeed, it would be beneficial to propose a measure of well-being that incorporates objective aspects (such as the levels of education, health and income considered in the capabilities approach) and subjective aspects (perception of satisfaction or happiness), in addition to examining the contribution of each of these aspects to the composition of individuals’ overall well-being.
Some publications have addressed the multidimensional nature of well-being. For example, Bérenger and Verdier-Chouchane (2007), in an international study, partially address the multidimensional nature of well-being in 170 countries through factor analysis and fuzzy sets theory, but only analyse the contribution of the objective dimension of well-being (quality of life and standards of living). In another international study that examines Mexico, Benvin, Rivera and Tromben (2016) incorporate the resource of time as a dimension of well-being which, in addition to having a direct impact on well-being, is correlated with other dimensions; however, as in the study by Bérenger and Verdier-Chouchane (2007), their multidimensional approach to well-being only encompasses objective aspects.
In contrast, in a local study in Mexico, Arita (2005) performs a multidimensional analysis considering subjective and objective aspects of well-being at the individual level. Her study offers a preliminary examination of the multidimensional nature of well-being in Mexico, as proposed by Stiglitz, Sen and Fitoussi (2009): through factor analysis, it provides information on the percentage change in well-being explained by each dimension. However, its results cannot be extrapolated to the entire nation, since it only includes information on the well-being of the residents of the city of Culiacán, in the state of Sinaloa.
Lastly, OECD (2015) offers a broader study, which also considers the multidimensional nature of well-being in Mexican states. The study is based on the framework of the OECD Better Life Index (which in turn stems from the recommendations of Stiglitz, Sen and Fitoussi, 2009) and on OECD and INEGI studies and databases on regional well-being. It provides recent information on twelve dimensions of well-being, as well as a global well-being index by state. However, the results cannot be considered entirely reliable if one takes into account the criticism and recommendations on creation of well-being indicators discussed above.
The OECD study (2015) presents a global well-being index by state, constructed from the mean and variance of Adjusted Mazziotta-Pareto Indices (AMPI) obtained for each dimension of well-being. All the indicators considered have the same importance, or weight, in the construction of the index. Each AMPI, in turn, is constructed from the mean and variance of normalized indicators, such as average disposable income. Therefore, by means of this methodology it is possible to obtain the same AMPI value4 for a dimension in two states that have different distributions. In addition, the data used in relation to subjective well-being indicators were taken from a survey performed by INEGI that was not representative at state level. Based on the above, it can be argued, firstly, that the OECD study arbitrarily attaches equal importance to each dimension of well-being and, secondly, that it pays less attention to inequality within each state, which is relevant in a country such as Mexico.
III. Methodology
The multidimensional index of well-being at state level (IMBE) has been constructed based on the recommendations in the OECD Handbook on Constructing Composite Indicators (2008) and the report by Stiglitz, Sen and Fitoussi (2009). Based on the OECD guidelines (2008), equation (1) is established:
IMBEi = ∑Wk (∑wjkxij) (1)
where:
IMBEi is the multidimensional index of well-being of state i
Wk is the ratio of variance in the principal component k to total variance in the components considered in the construction
xij is the value of each indicator j for state i
wjk is the normalized weight for indicator j and component k
In order to calculate IMBEi, the values of Wk and wjk must first be determined, as obtained from factor analysis of principal components. However, before this it is necessary to analyse whether the xij indicators to be selected are related to each other, that is, whether they jointly explain the dimension of well-being to be determined. To this end, an exploratory (graphical) analysis of these indicators is performed to obtain a preliminary idea of the nature and magnitude of the relations between them. The limiting factors indicated by Stiglitz, Sen and Fitoussi (2009) are recognized using microdata at the individual level to obtain information concerning inequality, and the factor analysis technique is applied to allow for differences in the weighting factors for each dimension. In addition, measurable and representative state-level information on subjective well-being is used.
Consideration was given to constructing IMBEi based on the eight dimensions set down by Stiglitz, Sen and Fitoussi (2009). These authors suggest a broad list of indicators to consider in each dimension; however, owing to the relatively low number of observations (32 states) and the statistical restrictions of the methods used, the available indicators that were expected to contribute the most information on each dimension were incorporated into xij. The indicators used to construct IMBEi, listed in table 1, are: median total current income (income and wealth) (inghmed), disposable income adjusted for the state Gini coefficient (ingaj), median total annual household spending adjusted by consumption unit (gpcmed), mean reported health status (situsalud), mean access to health (accesalud), mean accumulated schooling (educ), mean satisfaction with activity performed (satisactiv), mean reported freedom of choice (libertad), mean satisfaction with social life (satissocial), air pollution (co2), and mean satisfaction with public safety (satissecure).
Table 1
Dimensions and indicators considered in each well-being index
Multidimensional index of well-being at state level (IMBE)a | BLI well-being index, based on the OECD Better Life Indexb | SoL well-being index, based on Bérenger and Verdier-Chouchanec | |||||
Dimensions | Indicators | Dimensions | Indicators | Dimensions | Indicators | ||
Material living standards (income, consumption, wealth) | Median total current income* | Housing | Rooms per person*; Dwellings with roofs made of resistant materials* | Material well-being | Gini coefficient of household disposable income per capita* | ||
Disposable income adjusted for Gini coefficient* | Income | Gini coefficient of disposable income*; Equivalized disposable income*; population living in poverty*; population living in extreme poverty* | Median current household income per capita* | ||||
Median total annual household spending adjusted for consumption units* | Employment | Critical employment conditions*; labour informality*; unemployment*; employment* | Household disposable income per capita* | ||||
Health | Health status** | Access to services | Access to health services*; households with broadband access*; dwellings with access to basic services* | Total annual household spending adjusted for consumption units* | |||
Access to health* | Safety and security | Homicide*; confidence in police**; perception of insecurity**; crime rate* | Current household income adjusted for the Gini coefficient* | ||||
Education | Accumulated schooling* | Education | Levels of education*; school dropout rate*; Programme for International Student Assessment (PISA) Test* | Education | Accumulated schooling* | ||
Personal activities, including work | Satisfaction with activity performed** | Environment | Air pollution*; waste disposal* | ||||
Political voice and governance | Freedom of choice** | Civic engagement and governance | Civic and political engagement*; voter turnout*; confidence in application of law**; perception of absence of corruption** | Health | Current health status** | ||
Social connections and relationships | Satisfaction with social life** | Health | Life expectancy at birth*; self-reported health**; obesity*; maternal mortality*; infant mortality* | Satisfaction with current health** | |||
Environment (present and future) | Air pollution* | Work-life balance | Satisfaction with leisure time**; employees who work long hours* | Access to health* | |||
Insecurity (economic and physical) | Satisfaction with public safety** | Community (social connections) | Social support network** | Subjective well-being | Self-reported life satisfaction-well-being** | ||
Life satisfaction | Life satisfaction** |
|
|
Source: Prepared by the authors, on the basis of Stiglitz, J., A. Sen and J. Fitoussi (2009), Report by the Commission on the Measurement of Economic Performance and Social Progress, Paris, The Commission, and Bérenger, V. and A. Verdier-Chouchane (2007), “Multidimensional measures of well-being: standard of living and quality of life across countries”, World Development, vol. 35, No. 7, Amsterdam, Elsevier.
Note: * Objective well-being indicator; ** subjective well-being indicator.
a Based on Stiglitz, Sen and Fitoussi (2009).
b Organization for Economic Cooperation and Development (OECD), 2015.
c Bérenger and Verdier-Chouchane, 2007.
According to OECD (2008), factor analysis of principal components enables formation of a composite indicator that captures as much as possible of the information common to a group of variables, so that the composite indicator does not depend on the dimensionality of the data. For this reason, after graphical analysis of the xij indicators, the second step is to calculate the Cronbach coefficient alpha, which makes it possible to measure the reliability (a preliminary idea of contribution) of each indicator in the global well-being index and, in this way, to select the xij indicators that actually contribute significantly to IMBEi and that maintain the principle of parsimony. As a third step, correlations between the xij indicators are analysed, observing the multidimensionality of IMBEi. Subsequently, in the fourth step a factor analysis of principal components is performed (some technical notes regarding these steps are included in annex A1).
Lastly, in the fifth step, IMBEi is compared with other well-being indicators. This comparison can be seen in table 1: in the first column the dimensions and indicators included in the proposed IMBEi index are marked in bold, while the second and third columns show the dimensions and indicators of two additional indices, obtained using the same methodology of factor analysis of principal components, but adapted, respectively, from the multidimensional approach of the OECD Better Life Index (2015) (BLIi) and from the approach detailed by Bérenger and Verdier-Chouchane (2007) (SoLi).
1. Data
Given the availability of information at the microdata or state levels, there are two means of obtaining representative data for each state: (i) indicators based on information obtained directly from the state, which are not transformed and are used directly, and; (ii) indicators obtained from information at the individual level from surveyed households, transformed from state medians or means —as the case may be— weighted according to the adjustment (expansion) factor provided by INEGI. This expansion factor indicates how the national agency segments the total population by strata and primary sampling units, thus allowing estimates to be made from representative samples.
The data used in the analysis are from INEGI and OECD. Specifically, the inghmed, educ and accesalud indicators have been calculated from the Socioeconomic Conditions Module of the 2014 National Household Income and Expenditure Survey (ENIGH); the situsalud, satisactiv, libertad, satissocial and satissecure indicators, from the Self-Reported Well-Being Module (BIARE) 2014; the ingaj indicator, from 2014 OECD disposable income data and the INEGI Better Life Index project (Gini coefficient data); the gpcmed indicator has been calculated from the 2013 National Household Expenditure Survey (ENGASTO); and the co2 air pollution indicator from the INEGI Better Life Index project.
INEGI provides key variables that allow the information from the databases of the Socioeconomic Conditions Module and the Self-Reported Well-Being Module for the same person or household to be combined, in such a way that objective and subjective information on well-being can be analysed together. In addition, although the National Household Income and Expenditure Survey has been available since 1984, representative state-level Self-Reported Well-Being Module data have only been available since 2014. The other state data used to construct the BLIi index can be found in the INEGI Better Life Index project. The following section shows the results of the described analysis, performed using the Stata 13 software package.
IV. Results
1. Analysis of indicators
Once the indicators whose data were obtained at the individual level are transformed, graphical analysis of the relationships between them provides interesting insight. Figure 1 shows that, in general, there is a well-defined positive relationship between the first six indicators (median total current income, disposable income adjusted for the Gini coefficient, median consumer spending, health access, health status, and schooling). The indicators of income, health and education, corresponding to the six indicators mentioned above, make up the human development index. All the indicators, except current health status and including air pollution, relate to objective well-being. The rest of the indicators, which relate to subjective well-being, do not generally show a clearly defined relationship with other indicators, especially those of objective well-being. This may be because the subjective well-being indicators used deal with aspects of life that have little relation to labour or material matters.
Figure 1
Relationship between well-being indicators
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
2. Cronbach coefficient alpha
In the second stage, a reliability test is performed using Cronbach’s alpha to verify that the chosen indicators xij provide information at the scale of the underlying variable “well-being” (or IMBEi). The Cronbach coefficient alpha is calculated with standardized data, since the indicators are in different units. Table 2 shows that average correlation between the 11 xij indicators is 0.4855, which is not very high, but Cronbach’s alpha is 0.9121. Although this value is relatively high, it is important to carry out contribution tests to verify that the indicators used contribute significantly and in the expected direction to the scale; it is also important to verify that the value obtained is not compromised by a failure to comply with the test assumptions.
Table 2
Cronbach’s alpha
Average inter-item correlation: | 0.4855 |
Number of items in the scale: | 11 |
Scale reliability coefficient: | 0.9121 |
Source: Prepared by the authors, on the basis of data from the National Institute of Statistics and Geography (INEGI).
Table 3 shows information regarding the contribution and correlation of each indicator in the scale calculated using Cronbach’s alpha. The “Remarks” column indicates that for calculation of Cronbach’s alpha, information was obtained for each indicator from all 32 states of the country, meaning that no data was lost or omitted. The “Sign” column indicates the direction of each indicator on the scale built using Cronbach’s alpha, that is to say how each of them contributes to the well-being scale: a positive sign indicates that a higher value of the corresponding indicator relates to a higher value on the scale. As previously mentioned, the indicators have the sign that is expected in theory: greater well-being is reflected in higher median total current household income, more disposable income adjusted for the Gini coefficient, higher median consumer spending, greater accumulated schooling, greater access to health, better health status, greater satisfaction with the activity performed, greater freedom of choice, greater satisfaction with social life, less air pollution and greater satisfaction with public safety.
Table 3
Details of Cronbach’s alpha correlation
Indicator | Remarks | Sign | ITCa | IRCb | IICc | C-a contd |
Median current household income per capita | 32 | + | 0.8870 | 0.8554 | 0.4574 | 0.8940 |
Current household income adjusted for the Gini coefficient | 32 | + | 0.8867 | 0.8550 | 0.4575 | 0.8940 |
Median adjusted total annual expenditure per person | 32 | + | 0.8125 | 0.7629 | 0.4707 | 0.8989 |
Access to health | 32 | + | 0.9207 | 0.8979 | 0.4514 | 0.8916 |
Current health status | 32 | + | 0.6801 | 0.6040 | 0.4943 | 0.9072 |
Schooling | 32 | + | 0.8230 | 0.7758 | 0.4688 | 0.8982 |
Satisfaction with activity performed | 32 | + | 0.6354 | 0.5517 | 0.5023 | 0.9098 |
Freedom of choice | 32 | + | 0.8367 | 0.7927 | 0.4664 | 0.8973 |
Satisfaction with social life | 32 | + | 0.7361 | 0.6704 | 0.4843 | 0.9038 |
Air pollution | 32 | - | 0.4234 | 0.3132 | 0.5401 | 0.9215 |
Satisfaction with public safety | 32 | + | 0.3835 | 0.2699 | 0.5472 | 0.9236 |
Scale |
|
|
|
| 0.4855 | 0.9121 |
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
a Indicator-scale correlation.
b Indicator-rest correlation.
c Average inter-item correlation.
d Contribution to Cronbach’s alpha if indicator omitted.
The correlation of each indicator with the scale obtained through Cronbach’s alpha of the 11 included indicators is indicated in the “ITC” column of table 3; in this case, the least correlated are satisfaction with public safety and air pollution. Since the inclusion of these indicators influences the scale obtained, it is useful to draw on the information in the “IRC” column (StataCorp, 2013), which indicates the correlation of each indicator with the scale obtained from the other 10; in this case the correlation of satisfaction with public safety and air pollution is even lower, suggesting that these indicators are not well adapted to the overall scale obtained.
The “IIC” column in table 3 shows average correlations between the indicators, except for that appearing in the row in question; in this case, as previously mentioned, average correlation between the indicators is 0.4855, but if the satisfaction with public safety indicator or the air pollution indicator are omitted, average correlation increases to 0.5472 or 0.5401, respectively. Lastly, the “C-a cont” column provides information on the change in Cronbach’s alpha when an indicator is omitted; again, the omission of one of the two aforementioned indicators improves the scale obtained, since the alpha increases to 0.9236 or 0.9215, respectively.
An important aspect of these results is that, although the Cronbach’s alpha obtained is relatively high, the number of observations considered in the calculation is relatively low. Therefore, according to relevant literature, the reliability of the statistical analysis may be compromised. Specifically, Yurdugül (2008) argues that the reliability of the test depends not only on the number of observations, but also on the eigenvalue obtained through principal component analysis; according to Yurdugül’s Monte Carlo studies, a sample of 30 observations is reliable if the eigenvalue of the first component obtained through principal component analysis is higher than 6.00. If the test is performed using the data from this study, the eigenvalue of the first component is higher than six (see table 5), so it can be argued that the Cronbach coefficient alpha obtained is reliable.
The results obtained thus far present some items for discussion, and enable the study to proceed with confidence to factor analysis: although the indicators of satisfaction with public safety and air pollution do not provide a large amount of information on the scale obtained using the coefficient alpha, their omission does not increase the reliability of the scale significantly; similarly, the indicators of material living standards, education and health may be providing duplicated information. Nonetheless, none of these indicators xij, which are important in the theory of Stiglitz, Sen and Fitoussi (2009), compromise the validity of the statistical analysis, and they all provide information regarding the multiple dimensions of well-being. For these reasons, they have not been omitted from the subsequent analysis.
3. Principal components analysis
As mentioned above, OECD (2008) stresses the need for correlation among the indicators of interest xij; without this, there would be no sense in performing a factor analysis of principal components. With regard to the third stage of the analysis, the correlation matrix in table 4 confirms the existence of two main groups of indicators: on the one hand, material standards of living and indicators of the education and health dimensions are highly and significantly correlated, with low or non-significant correlation with the other indicators; on the other hand, there are significant (although not as marked) correlations between the remaining indicators, related to individuals’ satisfaction, supporting the decision not to omit them from the analysis. Another important aspect is that the signs of the correlations are as expected, according to theory and to what was discussed in the Cronbach’s alpha analysis. Thus, the set of indicators xij behaves as desired and is not expected to present problems in the factor analysis.
With regard to the fourth stage, table 5 shows the factor analysis of principal components of the selected indicators xij. The top portion of the results shows that information from the 11 indicators for the 32 states considered was used for the calculation. It is clear that, in accordance with the criteria presented in the methodology, only the first two factors should be used to construct the well-being index shown in equation (1), since they are the only ones that have an eigenvalue of more than 1 (column 2) and explain more than 60% of the total variance (columns 4 and 5). In order to confirm the existence of correlation between the indicators used, a test of independence among the indicators is performed; in other words, the null hypothesis is that the elements below the diagonal of the variance-covariance matrix have a value of 0, and it is rejected at 95%, as shown at the bottom of the table.
Table 4
Matrix of correlations between state-level well-being indicators
inghmed | ingaj | gpcmed | accesalud | situsalud | educ | satisactiv | libertad | satissocial | co2 | |
inghmed | 1 |
|
|
|
|
|
|
|
|
|
ingaj | 0.9806* | 1 | ||||||||
gpcmed | 0.8467* | 0.8709* | 1 | |||||||
accesalud | 0.8819* | 0.8718* | 0.8000* | 1 | ||||||
situsalud | 0.6512* | 0.6549* | 0.5576* | 0.7082* | 1 | |||||
educ | 0.9091* | 0.9103* | 0.7684* | 0.8274* | 0.7321* | 1 | ||||
satisactiv | 0.3163 | 0.2969 | 0.3348 | 0.5404* | 0.3204 | 0.3107 | 1 | |||
libertad | 0.7030* | 0.6991* | 0.6328* | 0.7464* | 0.4850* | 0.6753* | 0.6096* | 1 | ||
satissocial | 0.5085* | 0.5371* | 0.4715* | 0.5633* | 0.2431 | 0.4146* | 0.6493* | 0.7337* | 1 | |
co2 | -0.1810 | -0.1440 | -0.1839 | -0.2881 | -0.1874 | 0 | -0.3584* | -0.1461 | -0.3723* | 1 |
satissecure | 0.1402 | 0.1502 | 0.0542 | 0.1610 | -0.0818 | 0.0571 | 0.3623* | 0.2837 | 0.4142* | -0.5363* |
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
Note: The indicators are: median total current income (inghmed); disposable income adjusted for state Gini coefficient (ingaj); median total annual household spending adjusted for consumption units (gpcmed); mean access to health (accesalud); mean reported health status (situsalud); mean accumulated schooling (educ); mean satisfaction with activity performed (satisactiv); mean reported freedom of choice (libertad); mean satisfaction with social life (satissocial); air pollution (co2), and mean satisfaction with public safety (satissecure).
* Significant: at 95%.
Table 5
Principal components analysis
Factor analysis/correlation | Number of observations = 32 | |||
Method: principal component factors | Retained factors = 2 | |||
Rotation: (unrotated) |
| Number of parameters = 21 | ||
Factor | Eigenvalue | Difference | Proportion | Cumulative |
Factor1 | 6.31464 | 4.3883 | 0.5741 | 0.5741 |
Factor2 | 1.92634 | 1.07485 | 0.1751 | 0.7492 |
Factor3 | 0.85149 | 0.16178 | 0.0774 | 0.8266 |
Factor4 | 0.6897 | 0.25333 | 0.0627 | 0.8893 |
Factor5 | 0.43638 | 0.14494 | 0.0397 | 0.929 |
Factor6 | 0.29143 | 0.10878 | 0.0265 | 0.9555 |
Factor7 | 0.18265 | 0.03209 | 0.0166 | 0.9721 |
Factor8 | 0.15056 | 0.0605 | 0.0137 | 0.9857 |
Factor9 | 0.09006 | 0.03367 | 0.0082 | 0.9939 |
Factor10 | 0.05639 | 0.04603 | 0.0051 | 0.9991 |
Factor11 | 0.01036 | - | 0.0009 | 1.0000 |
Likelihood ratio (LR) test: independent vs. saturated: chi2(55) = 372.41 Prob>chi2 = 0.0000 |
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
As mentioned in the previous section, the factors are rotated using the orthogonal varimax method, to subsequently obtain the normalized weightings or squared factor loadings wjk. The results of the rotation are shown in table 6. The upper portion of the table is similar to that of table 5, except that it is now indicated that the factors were rotated using the orthogonal varimax method. The second part of the table shows the variance of each factor (eigenvalue) and its ratio to the variance of both (Wk in equation (1)); the first factor is clearly the one with the highest weight (almost 70%). The third section of the table has several columns: the second and third columns show the loadings for the two factors already transformed through rotation. As shown, the magnitudes of the loadings separate the indicators in each factor according to what was discerned in the correlation matrix and the scatter diagrams: the indicators of material living standards, health and education have greater loadings in the first factor, and the rest of the indicators (except freedom of choice) have greater loadings in the second factor. The “Uniqueness” column indicates that these factors are not omitting a considerable part of the variance of any indicator; according to StataCorp (2013), a value of more than 0.6 is considered high. In this regard, the air pollution indicator is the one that loses the most information (around 46% of its variance) in the analysis and subsequent construction of the index.
Table 6
Varimax rotation and generation of weighting factors
Factor analysis/correlation |
| Number of observations = 32 | |||||
Method: principal component factors | Retained factors = 2 | ||||||
Rotation: orthogonal varimax (Kaiser off) | Number of parameters = 21 | ||||||
Factor | Variance | Proportion |
|
|
| ||
Factor1 | 5.72645 | 0.6948 |
|
|
| ||
Factor2 | 2.51452 | 0.3052 |
|
|
| ||
Rotated factor loadings (pattern matrix) and unique variances | |||||||
Variable | FL1 | FL2 | Uniqueness | FL1sq | FL2sq | FL1norm | FL2norm |
inghmed | 0.9464 | 0.1399 | 0.0848 | 0.8956 | 0.0195 | 0.1564 | 0.0077 |
ingaj | 0.952 | 0.1307 | 0.0766 | 0.9063 | 0.0170 | 0.1582 | 0.0067 |
gpcmed | 0.8715 | 0.1237 | 0.2253 | 0.7595 | 0.0153 | 0.1326 | 0.0060 |
accesalud | 0.8987 | 0.2901 | 0.1081 | 0.8076 | 0.0841 | 0.1410 | 0.0334 |
situsalud | 0.7736 | -0.0114 | 0.4014 | 0.5984 | 0.0001 | 0.1045 | - |
educ | 0.948 | 0.0076 | 0.1013 | 0.8987 | - | 0.1569 | - |
satisactiv | 0.3372 | 0.7001 | 0.3962 | 0.1137 | 0.4901 | 0.0198 | 0.1949 |
libertad | 0.7275 | 0.4459 | 0.2719 | 0.5292 | 0.1988 | 0.0924 | 0.0790 |
satissocial | 0.4628 | 0.7016 | 0.2935 | 0.2141 | 0.4922 | 0.0374 | 0.1957 |
CO2 | -0.0314 | -0.735 | 0.4587 | 0.0009 | 0.5402 | 0.0001 | 0.2148 |
satissecure | -0.0457 | 0.8104 | 0.3412 | 0.0020 | 0.6567 | 0.0003 | 0.2611 |
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
Note: FL*: factor loading 1 or 2; uniqueness: percentage of variance not explained by factors; FL*sq: squared loading; FL*norm: squared loading normalized by factor variance.
The indicators are: median total current income (inghmed); disposable income adjusted for state Gini coefficient (ingaj); median total annual household spending adjusted for consumption units (gpcmed); mean access to health (accesalud); mean reported health status (situsalud); mean accumulated schooling (educ); mean satisfaction with activity performed (satisactiv); mean reported freedom of choice (libertad); mean satisfaction with social life (satissocial); air pollution (CO2), and mean satisfaction with public safety (satissecure).
The fifth and sixth columns of table 6 show the squared loadings, and the last two columns show the normalized loadings, which will serve as weighting factors in the construction of the IMBEi presented in equation (1). As indicated by OECD (2008), it is evident that varimax rotation enables weights to be obtained for each xij indicator that are significant in a single factor; these weighting factors (wjk in equation (1)) are shown in bold, meaning that the indicators relating to material standards of living, education, health and freedom of choice must be included in the first factor and the rest of the indicators in the second.
Before constructing the well-being index, as mentioned in the section on methodology, the Kaiser-Meyer-Olkin (KMO) measure of the communality of the indicators is calculated, to support the validity of a factor analysis. According to the scale provided by Kaiser (1974), cited in StataCorp (2013), values between 0.80 and 0.89 are “meritorious” and values between 0.70 and 0.79 are “middling” but acceptable (OECD, 2008). The results presented in table 7 indicate that the measure of the factor used is acceptable, even though the last two indicators have a rather low value.
Table 7
Kaiser-Meyer-Olkin measure
Indicator | Kaiser-Meyer-Olkin measure (KMO) |
inghmed | 0.7370 |
ingaj | 0.6843 |
gpcmed | 0.7913 |
accesalud | 0.919 |
situsalud | 0.6634 |
educ | 0.8887 |
satisactiv | 0.6785 |
libertad | 0.8087 |
satissocial | 0.6356 |
CO2 | 0.2909 |
satissecure | 0.3355 |
Total | 0.7139 |
Source: Prepared by the authors.
Note: The indicators are: median total current income (inghmed); disposable income adjusted for state Gini coefficient (ingaj); median total annual household spending adjusted for consumption units (gpcmed); mean access to health (accesalud); mean reported health status (situsalud); mean accumulated schooling (educ); mean satisfaction with activity performed (satisactiv); mean reported freedom of choice (libertad); mean satisfaction with social life (satissocial); air pollution (CO2), and mean satisfaction with public safety (satissecure).
Finally, the well-being index for the 32 states is constructed on the basis of equation (1) and the Wk and wjk weighting factors from table 6. According to Aiginger and Firgo (2015), the index score is Min-Max normalized so that the state with the highest well-being score has 1 and the state with the lowest score has 0. The IMBEi of the states of Mexico is presented in figure 2, with the normalized value of IMBEi on the y scale and the 32 states ordered on the x scale from highest to the lowest level of well-being.
Figure 2
Mexico: multidimensional index of well-being at state level (IMBE), 2014
(Normalized values between 0 and 1)
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
Overall, it is shown that IMBEi reflects the relatively high weights assigned to the indicators of material living standards in the first component obtained through the principal component analysis and therefore also relatively high weights in the index. The states with the greatest well-being are Mexico City and Nuevo León, while the states with the lowest well-being are Puebla and Oaxaca. In addition, the well-being gaps divide the federative states into three groups: firstly, federative states with low well-being (less than 0.4), encompassing Oaxaca to San Luis Potosí; secondly, states with medium well-being (0.4 to 0.6), covering Durango to Yucatán, and; lastly, states with high well-being (more than 0.6), comprising Nayarit to Mexico City.
As the fifth stage of the aforementioned analysis, it is interesting to examine whether these results tally with the information provided by other indicators of well-being. To this end, a comparison is first made with the constructed indicators (the human development index and overall life satisfaction indicator) and then with the SoLi and BLIi indices. Figure 3 compares the IMBEi results with the 2012 state HDI (the most recent HDI provided by the United Nations Development Programme in Mexico), which groups income, education and health information, and also with the life satisfaction indicator provided by the 2014 Self-Reported Well-Being Module (BIARE).
Figure 3
Mexico: relationship of the multidimensional index of well-being at state level (IMBE) with the 2012 human development index (HDI) and with the life satisfaction indicator of the 2014 Self-Reported Well-being Module (BIARE)
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI), the United Nations Development Programme (UNDP) and the Organization for Economic Cooperation and Development (OECD).
Note: PC: Pearson correlation; KC: Kendall’s tau coefficient.
Firstly, the Pearson correlation coefficient presented in figure 3 shows that both indicators have a positive relationship with the IMBEi, in other words a rise in one indicator is related to a rise in the other; this relationship is much more marked in the case of the human development index. On the other hand, Kendall’s tau coefficient of correlation indicates that the rank correlation between the indicators is not that high, that is to say the variation in state well-being is not regular for the two indicators considered in each case. The positions occupied by each state differ for each indicator, especially in comparison with the indicator of self-reported well-being. Thus far, it can be argued that these results confirm the importance of income in the overall well-being of the Mexican population, and they appear to support various studies’ findings regarding the low importance of income in individuals’ subjective well-being.
Regarding the indicators adapted from other approaches, the proposal of Bérenger and Verdier-Chouchane (2007) was taken into account (see table 1), adding the self-reported well-being dimension to perform a more suitable comparison5 with the IMBEi; as mentioned, this index is called SoLi because it is based on the dimensions of these authors’ standards of living indicator. The dimensions, indicators6 and process7 used to construct the OECD global well-being index (2015) were also employed, but instead of using the Adjusted Mazziotta-Pareto Indices (AMPI) to construct the dimensions8 and the overall well-being index, the same methodology used to obtain IMBEi was applied, namely factor analysis to obtain statistically different weights by dimension and indicator; this index was named BLIi, because it refers to data regarding the Better Life Index. For a more complete comparison, the 2014 index reported by OECD (2015) is also shown, simply referred to as the AMPI indicator.
As regards calculation of the indices, in the case of the SoLi index the indicators were assigned a similar weight (around 10%) through the factor analysis method; the lowest weights were those of life satisfaction (almost 8%) and health status (9.3%), while the highest was that for disposable income, at 13%. In the construction of the BLIi index the dimensions with the highest weights were environment (9%) and health (8.84%); The lowest weights were, apart from civic and political engagement (2.42%), those of the dimensions relating to subjective well-being: life satisfaction (3.73%), work-life balance (4.78%) and social connections (5.12%). Having obtained the weighting factors for each dimension, the respective indices were constructed, as presented in table 8.
Table 8 shows the value of each well-being indicator, as well as the rank of each state for each indicator. All indicators of well-being, except that of life satisfaction (BIARE), place Baja California Sur, Nuevo León and Sonora among the five states with the greatest well-being, and Chiapas, Guerrero, Oaxaca and Puebla among those with the lowest well-being. For their part, the IMBEi, SoLi and HDI indicators place the states at essentially the same well-being rank, with Mexico City and Nuevo León again among the best, and Chiapas and Oaxaca among the worst.
Table 8
Mexico: well-being indicators for states
State | IMBE 2014 | BLI 2014 | SoL 2014 | AMPI 2014 | HDI 2012 | BIARE 2014 | |||||||||||
Value | Rank | Value | Rank | Value | Rank | Value | Rank | Value | Rank | Value | Rank | ||||||
Aguascalientes | 78.95 | 15 | 109.95 | 12 | 100.19 | 14 | 103.7 | 11 | 0.7595 | 9 | 7.74 | 27 | |||||
Baja California | 79.65 | 4 | 110.02 | 8 | 101.18 | 4 | 102.3 | 12 | 0.7598 | 8 | 8.27 | 5 | |||||
Baja California Sur | 79.54 | 5 | 110.32 | 2 | 101.25 | 3 | 109.4 | 1 | 0.7762 | 4 | 8.29 | 4 | |||||
Campeche | 78.91 | 17 | 109.38 | 19 | 100.02 | 15 | 98.2 | 20 | 0.7490 | 15 | 7.76 | 25 | |||||
Mexico City | 80.10 | 1 | 110.03 | 7 | 102.05 | 1 | 100.1 | 15 | 0.8300 | 1 | 8.44 | 1 | |||||
Chiapas | 77.86 | 29 | 108.84 | 28 | 98.49 | 31 | 90 | 30 | 0.6672 | 32 | 7.94 | 16 | |||||
Chihuahua | 79.38 | 8 | 109.87 | 14 | 100.39 | 11 | 102.3 | 13 | 0.7344 | 19 | 8.32 | 2 | |||||
Coahuila | 79.46 | 6 | 110.08 | 5 | 100.77 | 6 | 105.7 | 6 | 0.7682 | 5 | 8.03 | 10 | |||||
Colima | 79.41 | 7 | 110.10 | 4 | 100.49 | 10 | 107.4 | 3 | 0.7631 | 6 | 7.77 | 24 | |||||
Durango | 78.82 | 18 | 109.74 | 17 | 99.84 | 19 | 102.1 | 14 | 0.7309 | 21 | 8.19 | 8 | |||||
State of Mexico | 78.35 | 22 | 109.08 | 23 | 99.92 | 17 | 94.5 | 26 | 0.7445 | 16 | 7.86 | 20 | |||||
Guanajuato | 78.23 | 24 | 109.35 | 20 | 99.51 | 23 | 95.5 | 24 | 0.7197 | 26 | 7.93 | 17 | |||||
Guerrero | 77.87 | 28 | 108.73 | 30 | 98.64 | 30 | 86 | 32 | 0.6794 | 31 | 7.74 | 26 | |||||
Hidalgo | 78.33 | 23 | 108.91 | 27 | 99.46 | 24 | 95.5 | 25 | 0.7229 | 24 | 7.96 | 14 | |||||
Jalisco | 78.92 | 16 | 110.02 | 9 | 100.21 | 13 | 104.4 | 9 | 0.7514 | 13 | 7.84 | 22 | |||||
Michoacán | 77.81 | 30 | 109.00 | 26 | 98.90 | 29 | 98.3 | 19 | 0.7001 | 29 | 7.64 | 30 | |||||
Morelos | 78.08 | 26 | 109.02 | 25 | 99.51 | 22 | 93.5 | 28 | 0.7494 | 14 | 7.66 | 29 | |||||
Nayarit | 79.17 | 13 | 109.99 | 10 | 99.98 | 16 | 105.6 | 8 | 0.7330 | 20 | 7.91 | 19 | |||||
Nuevo León | 80.00 | 2 | 110.95 | 1 | 101.46 | 2 | 107.6 | 2 | 0.7896 | 2 | 8.19 | 7 | |||||
Oaxaca | 77.65 | 32 | 108.54 | 32 | 98.30 | 32 | 87.9 | 31 | 0.6813 | 30 | 7.45 | 32 | |||||
Puebla | 77.74 | 31 | 108.72 | 31 | 98.93 | 28 | 93.2 | 29 | 0.7171 | 27 | 7.58 | 31 | |||||
Querétaro | 79.21 | 12 | 109.84 | 13 | 100.59 | 9 | 103.8 | 10 | 0.7601 | 7 | 8.26 | 6 | |||||
Quinta Roo | 79.25 | 10 | 109.88 | 15 | 100.64 | 8 | 100.1 | 16 | 0.7536 | 12 | 7.97 | 12 | |||||
Sinaloa | 79.22 | 11 | 110.07 | 6 | 100.25 | 12 | 106.4 | 5 | 0.7574 | 11 | 7.86 | 21 | |||||
San Luis Potosí | 78.53 | 19 | 109.31 | 21 | 99.65 | 20 | 98.2 | 21 | 0.7262 | 23 | 7.95 | 15 | |||||
Sonora | 79.67 | 3 | 110.17 | 3 | 101.08 | 5 | 106.6 | 4 | 0.7792 | 3 | 7.96 | 13 | |||||
Tabasco | 78.38 | 21 | 109.07 | 24 | 99.57 | 21 | 96.3 | 22 | 0.7416 | 17 | 7.91 | 18 | |||||
Tamaulipas | 79.31 | 9 | 109.97 | 11 | 100.70 | 7 | 105.7 | 7 | 0.7580 | 10 | 8.30 | 3 | |||||
Tlaxcala | 78.21 | 25 | 109.26 | 22 | 99.30 | 26 | 94.2 | 27 | 0.7271 | 22 | 7.82 | 23 | |||||
Veracruz | 78.07 | 27 | 108.80 | 29 | 99.05 | 27 | 96 | 23 | 0.7134 | 28 | 7.73 | 28 | |||||
Yucatán | 79.01 | 14 | 109.83 | 16 | 99.90 | 18 | 99.4 | 18 | 0.7393 | 18 | 8.02 | 11 | |||||
Zacatecas | 78.44 | 20 | 109.43 | 18 | 99.30 | 25 | 100.1 | 17 | 0.7200 | 25 | 8.07 | 9 |
Source: Prepared by the authors, on the basis of data from the National Institute of Statistics and Geography (INEGI), the United Nations Development Programme (UNDP) and the Organization for Economic Cooperation and Development (OECD).
Note: IMBE: multidimensional index of well-being at state level; BLI: well-being index based on the OECD Better Life Index (2015); SoL: well-being index based on the standards of living of Bérenger and Verdier-Chouchane (2007); AMPI: Adjusted Mazziotta-Pareto Index for 2014 as reported by OECD (2015); HDI: human development index; BIARE: life satisfaction indicator from the INEGI Self-Reported Well-being Module.
Figure 4 provides a clearer picture of the similarities and differences between the adapted indices and the AMPI indicator. Naturally, the greatest correlation is between IMBEi and SoLi. This is no surprise, since IMBEi differs only from SoLi in that it includes more indicators of subjective well-being, which had relatively lower weights in construction of the index. However, the correlation between IMBEi and the BLIi index is more interesting, given the significant differences in their construction; although they do not include the same number of dimensions and consider different quantities of indicators with distinct characteristics (except the objective or subjective characteristics of well-being), the correlation between the two is very high. Even when considering Kendall’s tau coefficient, the two indices rank the different states by well-being almost identically.
Figure 4
Mexico: relationship between different well-being indicators, 2014
Source: Prepared by the authors, on the basis of official data from the National Institute of Statistics and Geography (INEGI) and the Organization for Economic Cooperation and Development (OECD).
Note: IMBE = multidimensional index of well-being at state level; BLI = well-being index based on the OECD Better Life Index (2015); SoL = well-being index based on the standards of living of Bérenger and Verdier-Chouchane (2007); AMPI = Adjusted Mazziotta-Pareto Index for 2014 as reported by the OECD (2015).
PC: Pearson correlation; KC = Kendall’s tau coefficient.
Upon comparison, as shown in figure 4, although positive variations in any indicator are related to positive variations in the AMPI, there is a significant difference in the positioning they take with respect to well-being of the states; even the BLIi index, which comprises essentially the same data as the AMPI index, shows considerable differences, as it allows for different weights of indicators and dimensions in overall well-being. The most noteworthy case is that of Mexico City, which in all indicators ranks number 1 for well-being, except in AMPI and BLIi, where it is close to the mean (positions 15 and 7, respectively). In fact, it is this difference in Mexico City’s well-being indicators that “penalizes” the correlation in figures 4C and 4D; the difference is explained by the fact that this state is ranked among the lowest in dimensions of subjective well-being, specifically in indicators of life satisfaction and work-life balance, and since these dimensions are more important in the AMPI than in the IMBEi or the BLIi, the overall well-being value for Mexico City is much lower in the case of the AMPI. This clear difference between BLIi and AMPI, and the similarity between BLIi and IMBEi, reaffirm the importance of considering sensitivity to weights when constructing indicators (Stiglitz, Sen and Fitoussi, 2009), even more so than the choice of variables, at least in the case of these indicators of well-being.
V. Conclusions
The fact that Mexico is the fifteenth largest economy in the world in terms of gross domestic product (GDP) (according to World Bank data for 2015) and that more than half of its inhabitants are living in poverty shows just how complex it is to establish policies to improve well-being, at least in the short term, reflecting a conflict between economic growth and reductions in poverty and inequality (López, 2004). In the same vein, it is indisputable that a public policy to improve the well-being of the population that considers the components of well-being in isolation will achieve only limited success or fail entirely. Therefore, there is an inescapable need to consider various objective and subjective aspects when constructing well-being indicators, as stated in theory; in this regard, Stiglitz, Sen and Fitoussi (2009) make the most significant contribution concerning theoretical and practical recommendations for construction of such indicators.
Despite additional complications concerning measurement of subjective aspects of well-being, important progress has recently been made in Mexico through the INEGI self-reported well-being project, providing information on the overall well-being of the population at the national and state levels and insight into the relationships between the different dimensions of well-being. As a result of this information, noteworthy advances have also been made in construction of indicators of overall well-being, in addition to the human development index and the poverty indicators of the National Council for the Evaluation of Social Development Policy (CONEVAL); of these indicators, the most recent is that of OECD (2015), which, by including 35 indicators relating to 12 dimensions of well-being, considers complex and vast information regarding the overall well-being status of the Mexican population. However, this indicator does not attach importance to the weight of each dimension in the overall level of well-being, nor does it use subjective well-being indicators that are representative at the state level, and it ascribes little relevance to inequality, casting doubt on the suitability of making decisions based on its information. At the individual level, it is also reasonable to say that the different facets of well-being may differ in importance, since there is clear heterogeneity in the Mexican population in terms of income, education, access to services, time spent on work, leisure or culture, among other aspects. It is even possible to attribute some truth to the Maslowian position, in the sense of fundamentally allocating the material dimensions of well-being, such as access to food or health, with higher weights than other dimensions such as participation in social groups or living in a situation with lower levels of corruption.
This study therefore adapts a multidimensional well-being index to address the weaknesses identified in the OECD indicator, based on the recommendations of Stiglitz, Sen and Fitoussi (2009). If a purely statistical methodology is employed, the criticism of value judgments on the relative importance of each dimension is avoided, but there is still potential for such a differentiation in their weights. In addition, consideration of the approaches provided by other studies (Bérenger and Verdier-Chouchane, 2007; OECD, 2015) makes it possible to analyse the importance of including different weights, dimensions and indicators when constructing the well-being index. In this sense, the results show that the greatest differences appear when different weights are assigned to the dimensions, supporting the argument that they each have a different impact on well-being; even the possibility of changing weights is more important than selection of the indicators or dimensions themselves.
Another aspect that is evident is the relative importance of the dimensions and indicators related to material well-being, since in all cases they were more important than those related to subjective well-being; in this regard, it can be argued that these results highlight the validity of the human development index as an indicator of the well-being of the Mexican population. But this does not mean that subjective well-being is not important in the analysis. All the same, in the Mexican case, material well-being is perhaps more linked to other dimensions of well-being and, therefore, should be addressed as a priority. It is also important to note that, although a correlation analysis is performed, the question of causality between the dimensions of well-being is not addressed and therefore no conclusions can be drawn as to whether indicators related to the dimension of material well-being (such as income) have a positive effect on subjective well-being. Until a conclusion can be reached, in a country where around half of the population suffers from some form of poverty, it would perhaps be more appropriate to have a well-being indicator that assigns a higher weight to scarcity of material goods.
Another aspect to consider is that, in order to enable comparison between states, as a starting point for each state dimensions are all weighted in the same way; returning to the argument regarding heterogeneity, this could be said to be a limiting factor of this study, since regional and state differences can be expected. For example, it can be argued that the population of southern states obtains well-being associated with environmental indicators that differs from that obtained by the population in areas where natural resources are scarce, such as Mexico City or the northern states. In this respect, analysis at the microdata level could provide information on the existence of differences in weighting of the dimensions between states, but that is beyond the scope of this study.
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Annex A1
The OECD Handbook on Constructing Composite Indicators (2008) includes 10 steps: (i) development of the theoretical framework, (ii) data selection, (iii) imputation of missing data, (iv) multivariate analysis, (v) normalization, (vi) weighting and aggregation, (vii) sensitivity analysis, (viii) data screening, (ix) links to other indicators and (x) visualization of results. This article primarily addresses the technical recommendations of the fourth and sixth steps concerning factor analysis of principal components and Cronbach’s alpha.
The OECD (2008) mentions that Cronbach’s alpha is not a statistical test but a coefficient of reliability (internal consistency) based on the correlation between individual indicators. Thus, high correlation indicates that individual indicators measure the same underlying variable or dimension, in this case well-being. It should be noted that although calculation of Cronbach’s alpha allows the value of a scale to be obtained for each observation, using this scale as the underlying variable or dimension can lead to flawed conclusions. In this regard, some authors (such as Graham (2006) and Tavakol and Dennick (2011)) stress that Cronbach’s alpha should not be considered a uni-dimensional test, as it can be misleading if the underlying scale considers more than one dimension. Therefore, Tavakol and Dennick (2011) suggest using factor analysis to identify more than one dimension in a test.
Thus, considering that the scale obtained through Cronbach’s alpha is multidimensional, the suggestion of Tavakol and Dennick (2011) and OECD (2008) is followed, using factor analysis of principal components to construct the well-being indicator according to the weights obtained through this same method; although there are other approaches such as the axiomatic method and fuzzy set theory (Chakravarty and Lugo, 2016), factor analysis of principal components is easily applied and offers advantages in terms of interpretation of its results. To this end, OECD (2008) states that it is necessary to have relatively high correlation between the original variables xij; otherwise, it would not make sense to apply this approach. Therefore, after calculating Cronbach’s alpha, correlation analysis of the xij variables is performed to confirm that the relationships are statistically significant and have the expected sign, and to examine the groups of variables with the closest relationship that may be found at the time of the factor analysis.
After confirming the existence of significant correlations between the variables of interest, a factor analysis of principal components is performed to obtain Wk and wjk, used in equation (1), validated by means of the Kaiser-Meyer-Olkin measure. According to the OECD criteria (2008), the principal components are considered if they satisfy three conditions: (i) they are orthogonal and contribute at least 10% to the explanation of overall variance; (ii) they contain the largest proportion of variance accounted for with an eigenvalue of more than 1; (iii) they contribute cumulatively to the explanation of the overall variance by more than 60%. Subsequently, the weights are obtained from the squares of factor loadings normalized by the variance of the factor. These normalized weights are obtained from the rotated factors by means of the varimax method, in order to minimize the number of indicators in each factor and to have a simpler compositional structure of the factors used; in other words, this varimax rotation method transforms the original loadings (without rotation) without affecting the variance of the factors to improve their interpretation (StataCorp, 2013) and to facilitate the calculations in equation (1).
1 Annex A1 shows that the construction of the index captures interstate inequality, but not necessarily inequality among a state’s population. For example, in using mean disposable income per household, the same value may be seen in two states, even if disposable income is distributed differently.
2 The handbook provides a number of analytical tools and recommendations for construction of composite indicators in 10 steps; for multivariate analysis and weighting, this study focuses on factor analysis of principal components and Cronbach’s alpha (the technical aspects are addressed in annex A1).
3 Mexico’s National Institute of Statistics and Geography (INEGI) mentions that politically, the country is organized into 32 states.
4 In a hypothetical example, a state whose inhabitants all have a value of 5 on a certain indicator will have the same state average as a state in which half the inhabitants have a value of 0 and the other half have 10 on the same indicator (in both cases a state average of 5 would be obtained).
5 The reliability tests found that the Gini coefficient of disposable income indicator, in addition to not contributing to the underlying scale of Cronbach’s alpha, did not have a significant correlation with any other indicator, so it was not considered in the construction of the index; in this regard, tests were performed to verify reliability and fulfilment of the assumptions of the factor analysis by omitting this indicator, and no problem was found.
6 The most recent indicators available in the INEGI Better Life Index are considered. The indicators taken from the Self-Reported Well-Being Module, unlike those used by OECD (2015), are representative at the state level. To construct the dimensions, indicators whose relationship with well-being was negative (such as the poverty indicator) were transformed (multiplicative inverse) so that they all had a positive relationship with well-being.
7 This refers to the two stages in the construction of the global well-being index. In the first stage the dimensions are constructed from the corresponding indicators, and in the second stage the index is constructed from the dimensions obtained. Factor analysis was used in both cases.
8 For the states of Michoacán, Oaxaca and Sonora, the education dimension was constructed without using information from the Programme for International Student Assessment (PISA), because data was not available.
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I. Introduction
Inequality between children challenges the idea of merit. It is not sensible to explain unequal conditions at the beginning of our lives on the basis of individual traits linked to self-determination such as motivation and effort. Different factors operating in the very early stages of life condition future achievements (Baker-Henningham and López, 2010). There is evidence that brain formation critical to the normal development of cognitive and non-cognitive skills takes place between birth and the age of three (Vegas and Santibáñez, 2010). The present study focuses on the factors explaining unequal development of skills in early childhood.
There has been a significant volume of research into the causes underlying the unequal distribution of early cognitive and non-cognitive skills in developed countries. Prominent studies have considered both genetic aspects (Adkins and Guo, 2008) and different facets of children’s social environments (Mayer, 1997). In general, examination of the inequality of intellectual skills between children has turned on the classic nature versus nurture debate with regard to individual achievement (Currie, 2011).
This study looks at the tension between nature and nurture, controlling for other factors relevant to early childhood development in the social and economic realms. These aspects of children’s socialization are well worth considering, given the neoliberal regimes that have operated in developing countries over the last three decades. Chile is a good case study in this respect.
There has been previous research into Chilean children and their early skills. Noboa-Hidalgo and Urzúa (2012) demonstrated the importance of early education for cognitive and socioemotional development. Cortázar (2015) found that good results in standardized tests among children in fourth grade could mainly be explained by their past participation in early education programmes. Drawing on the same data used by Cortázar, Coddington, Mistry and Bailey (2014) replicated and tested a socioeconomic status model developed by American scholars to explain children’s cognitive abilities. Their findings yielded important information on social factors mediating the effect of material conditions on children’s receptive vocabulary. Taking these valuable studies into consideration, the present research raises similar questions. First, do the factors associated with inherited traits and socialization explain the different levels of cognitive and non-cognitive skills in Chilean children? Second, do these factors behave in different ways depending on the socioeconomic status of children’s households? Although this paper explores concerns similar to those of the aforementioned studies, it has two distinctive features. First, the dependent variable used is a more holistic measure of children’s skills, considering both cognitive and non-cognitive traits. Second, this study does not only take social and material conditions as its independent variables, but also considers an inherited trait, namely the cognitive level of children’s mothers.
II. Literature review and theoretical background
1. Inherited aspects of early skills
Genetics and the social environment are often studied together in the social sciences using an approach known as the gene-environment paradigm. Scholarly research from this perspective seeks to understand the environmental factors that may limit or enable genetic tendencies (Fletcher and Boardman, 2013). Some prominent examples include research that queries the interaction between people’s educational level and their body mass (Boardman and others, 2014) and how influential neighbourhood peers can be as regards alcohol consumption (Daw and others, 2013) or cigarette use (Daw and others, 2014), depending on adolescents’ genetic characteristics.
However, there has been a great deal of debate around efforts to explain social inequality by inherited aspects. Social scientists still dismiss genetic aspects when considering social issues (Nisbett and others, 2012) or misconstrue the integration of social science and genomics (Conley and Rauscher, 2013). However, there are two aspects that empirical evidence confirms. First, intelligence is a human characteristic which is influenced by genetics and heritable aspects. Second, how strong the influence of genetic aspects on human behaviour is depends on social circumstances (Nisbett and others, 2012). The present study accepts the scientific consensus that intelligence has genetic elements.
When it comes to the findings regarding inherited traits, variables related to the mother’s intelligence are part of one of the testable models in this study, called the heritage model. In this regard, the first hypothesis proposed here is that the heritage model is significant in explaining the level of children’s skills, controlling for variables associated with their state of health.
2. Social aspects of early skills
Prominent studies have focused on phenomena such as seasonality affecting birth weight (Torche and Corvalan, 2010), natural disasters affecting mothers during pregnancy (Torche and Kleinhaus, 2012) and children’s cognitive development at preschool ages (Gómez and Yoshikawa, 2017).
In this regard, there are specific variables that this research has integrated into the socialization model. This is operationalized by considering various indicators. One is the age of the mother, which is associated with undesirable parenting traits such as restrictive language and infrequent learning activities (Jung, Fuller and Galindo, 2012). Another indicator is family structure, which might affect child development (McLanahan, 2009). Other variables stand in for cognitive stimulation characteristics, meaning practices and physical environments that stimulate children. Different theoretical models and methodological approaches have included these as variables affecting child development (Jung, Fuller and Galindo, 2012). Children’s stimulation is crucial during the first three years of life, according to neuroscience studies. Even the fetal environment and the mother’s behaviour during pregnancy have significant consequences for a child’s future development (Henrichs and others, 2011). Finally, there is a third aspect concerning the cultural capital in the child’s environment. Following Bourdieu’s definition of this type of capital, this is a dimension that might foster competence in socially valued areas of practice (Sallaz and Zavisca, 2007), and it has been operationalized for this study by taking the mother’s education level. This variable has proved important in other studies, which have demonstrated that low-educated mothers typically have poorer pregnancy outcomes, fewer cognitive skills and poorer socioemotional and behavioural skills (Doyle and others, 2009). The second hypothesis of this study is that the socialization model is significant because it explains children’s skill levels when health-related variables are controlled for.
3. Risk circumstances as control variables
According to Sen (1987), people need to exert their self-determination in order to develop their abilities and take advantage of opportunities. However, basic individual circumstances such as health, income and education are a necessary starting point. For Roemer (2000), different circumstances can be seen as advantages or disadvantages insofar as they are not related to individual responsibility or effort. In short, lack of capacity and opportunities beyond individuals’ control alter the prospects of success in self-determined pursuits (Mithaug, 1996). As previously mentioned, this specific study uses relevant variables to control for inherited and acquired traits explaining children’s early skills. These variables have been defined as risk circumstances potentially affecting their cognitive and non-cognitive development.
Risk circumstances can be understood as biological and environmental conditions that increase the likelihood of negative developmental outcomes (Liaw and Brooks-Gunn, 1994). Research on child development has highlighted several risk factors that interactively influence the intellectual development of children. A number of leading scholars have given different names to this conditioning process: “cumulative risks” (Sameroff and others, 1993), “risk microsystem” (Ayoub and others, 2009) and “cumulative inequality” (Schafer, Ferraro and Mustillo, 2011).
Risk circumstances are associated with pregnancy, birth and the neonatal period. There is evidence that a stressful environment during the prenatal phase affects children’s developmental achievements (Henrichs and others, 2011). Furthermore, going by data from the Panel Study of Income Dynamics (PSID) survey in the United States, Conley and Bennet (2000) found that circumstances arising around the time of birth could have a lasting impact on outcomes measured even 19 years later. Birth weight was taken into account because of its demonstrated consequences for children’s life courses (Orchinik and others, 2011). For instance, low birth weight is associated with a 34% decrease in the probability of graduating from high school (Conley and Bennett, 2000). Another aspect is whether the pregnancy was risky or not from an obstetric perspective. These two aspects are an indirect approach to circumstances associated with the mother’s pregnancy, given the available data. Finally, an important risk circumstance is the poverty level of the households children live in. Poverty exerts effects on children’s future achievements in different ways (Kim and others, 2013). Poverty as an independent variable is analysed further in the following section.
4. The effects of nature and nurture depending on the socioeconomic context
Adkins and Guo (2008) have proposed a way of approaching this genetics-social environment debate. Their contention is that the influence of genetic aspects on an individual’s attainment interacts with social elements. Genetic traits have had different levels of influence over the course of human history. Thus, genetic factors may be supposed to have mattered considerably in hunter-gatherer societies. According to Guo and Stearns (2002), there is a difference between the level of genetic potential for intellectual development (in the form of innate and inherited mental ability) and the realization of this potential. The latter is conditioned by the social environment. For instance, it has been claimed that the strength of genetic influence on status outcomes depends on the level of inequality in a society (Adkins and Guo, 2008). Studying cognitive skills and their inherited genetic aspects, Nisbett and others (2012, p. 133) wrote that “it appears reasonable to conclude that the heritability of cognitive ability is attenuated among impoverished children and young adults in the United States”.
The second research question addresses the idea that the relationship between nature and nurture (genetics and socialization) might be different depending on material conditions. Accordingly, this phenomenon is observed in the context of poor and non-poor children’s households. As mentioned, it is necessary to understand the centrality of this variable in the light of the retrenchment of social welfare in developing countries in the last few decades. Neoliberal regimes and decreasing welfare benefits have boosted the role of income as the main indicator of individual and household well-being (Huber and Stephens, 2012). In the context of early childhood development, income and its social distribution matter (ECLAC, 2010).
Thus, observing the nature versus nurture dyad in different socioeconomic contexts is a way to take account of the unequal material circumstances in which children are raised and develop. Household poverty and its expected undesirable consequences for children are a disadvantage (Fergusson, Horwood and Boden, 2008). The effect of poverty has been demonstrated by other researchers (Kim and others, 2013). Furthermore, early childhood is the most crucial phase in life when it comes to the effects of family income on children’s future outcomes (Duncan, Kalil and Ziol-Guest, 2010). The relationship between material deprivation and the emotional aspects of parenting has also been investigated. Some research has found that poverty exerts its negative effects through the following: punitiveness (Conger and others, 1994), the level of organization of the household routine (Berry and others, 2016), low levels of support from parents (Hashima and Amato, 1994) and low investment in children’s enrichment items and activities (Kaushal, Magnuson and Waldfogel, 2011). Given this theoretical and empirical background, the third hypothesis of this study is that variables nested in both heritage and socialization models have a different statistical significance when the poverty level of a child’s household is controlled for.
III. The Chilean case
The status of Chile with respect to social inequality is controversial. Chile has attained positive results with macroeconomic indicators over the last two decades. Most notable perhaps is the greater equality of opportunity (Contreras and others, 2012). Furthermore, Chile has demonstrated the fluid social mobility characteristic of industrialized countries (Torche, 2005). On the other hand, it is one of the most unequal countries in Latin America and the most unequal among OECD members with respect to income distribution (UNDP, 2010).
There is evidence that income inequality can be explained by both unequal access to education and low investment in human capital. Unequal educational attainment at the post-secondary level has resulted in unequal monetary returns, explaining the high degree of wage inequality in the country (Contreras and Gallegos, 2011). Regarding human capital, there is evidence that low levels of tax revenue in Chile have restricted the scope of fiscal investment in human capital beyond the provision of schooling for low-income sectors, which has not contributed to the reduction of wage inequality (López and Miller, 2008).
There is evidence that the development of early skills is crucial. Consequently, governments should focus on improving the cognitive skills of populations in general (Hanushek and Wößmann, 2006). This recommendation appears sensible, considering that students in Chile obtain very poor results in international tests such as the Programme for International Student Assessment (PISA) and that the cognitive skills of the Chilean population are generally low, according to the International Adult Literacy Survey (IALS) (Brandt, 2010). Like resources of all kinds, skills are not equally distributed because of sharp differences by social background in the Chilean population (OECD/Statistics Canada, 2011).
In the social policy realm, there are reasons to question the approach to early childhood inequality in Chile. The need for government cash transfers to improve children’s household income has been continually asserted by the United Nations. In this regard, Chile is in line with the general Latin American situation of low overall investment in human capital (ECLAC, 2010).
IV. Data
The data source for this research is the first round of the Early Childhood Longitudinal Survey carried out by the Chilean government in 2010. It was the first national panel study in Chile to cover variables associated with the economic and social conditions of children’s households, psychological tests for children, psychological tests for mothers (or primary caregivers) and other contextual variables.
The sampling frame for these data is provided by official records of all Chilean children born between 1 March 2004 and 31 August 2009. Out of a sampling frame of 1,297,822 children, 30,000 were chosen by stratified random sampling. The stratification criteria were birth cohorts (2006, 2007, 2008 and 2009), sex and urban or rural area. Within these strata, each unit was chosen by systematic random sampling. After stratification, the sample included 13,895 children, who were evaluated and their respective caregivers surveyed. This sample was then narrowed down to all children who had been evaluated using the Battelle Developmental Inventory Test, which is for children aged from 6 months to 2 years old. Then, given the objectives of this research, it was necessary to discard cases with one or more of the following characteristics: (i) households with twin siblings presenting duplication and more complex issues and (ii) subjects for whom the survey was answered by someone other than the child’s biological mother. The latter restriction was decided on because there were questions of importance for the analysis that were put only to biological mothers. The analysis sample comprises 4,695 cases from the first round of the aforementioned longitudinal survey.
V. Measurement
The dependent variable is the Battelle test score, which represents children’s levels of development of cognitive and non-cognitive skills. In research into status attainment, cognitive and non-cognitive skills might be treated as required resources (using a process of distribution) and a set of explanatory variables. However, cognitive and non-cognitive skills can also be regarded as outcomes resulting from specific circumstances (Contreras and others, 2012), as in the present study.
More practically, children were tested with the Battelle Developmental Inventory Test for children aged from 6 months to 2 years old. Broadly, this test assesses skills related to social, psychomotor, communication and cognitive dimensions and assigns a score to each child (Berls and McEwen, 1999). Experts involved with the survey placed children into three categories by their Battelle test scores: deficient development, normal development and superior development. These categories were then reduced to two: normal-superior = 0 (94.72%) and deficient = 1. Thus, the dependent variable is a dichotomous variable.
All the independent variables have dummy dichotomous responses (0 = no; 1= yes). They are responses to behaviours or conditions (i.e. insufficient stimulation activities, mother’s Wais score test insufficient, etc.). It is important to describe the level of the mother’s intelligence as an independent variable. This was gauged using the Wechsler Adult Intelligence Scale (WAIS) test, which measures human intelligence in a way that takes account of non-intellective factors, among other features (Kaplan and Saccuzzo, 2009). The score for this test (applied to children’s natural mothers) serves to identify different levels of intelligence. For the dummy variable used in this case, 0 is a normal or superior level and 1 is a deficient level.
The control variables relate to children’s health and also have dummy dichotomous responses. It is important to know some details about the child household poverty measure, which is a control variable for responding to our second research question. Household poverty was measured as an absolute level, with households under the poverty line being considered poor. The poverty line is a specific amount of money (per capita) necessary to consume a minimum level of food and its calories. The amount is established each year, and that for 2009 was taken for this study. The absolute level was used to create a dummy variable where 0 is a non-poor household and 1 is a poor household.
As table 1 shows, each variable is presented for both the heritage and the socialization model. There are also control variables. The table shows the frequency distribution of each indicator across the two categories of the dependent variable.
VI. Strategy of analysis
The first step was a general diagnosis of the relationship between the independent variables and the outcome. A bivariate analysis was carried out using χ2. This testing is appropriate to the level of measurement of the variables in this investigation.
The rest of the analysis was carried out to test the hypotheses referred to. The strategy of partitioning effects through causal models was used to test the first and second hypotheses. Given that the dependent variable is dichotomous, a binary logistic regression was run to estimate and test the heritage and socialization models. To ascertain how well the models fitted the data, the Bayesian information criterion (BIC) was used to evaluate the improvement with respect to the full model.
Paul Lazarsfeld’s elaboration paradigm was applied to test the third hypothesis. This involves partitioning cases into relevant categories in accordance with a theoretical rationale. All the models are estimated separately, considering children’s household poverty levels (poor households and non-poor households). Binary logistic regressions were used as in the previous step.
VII. Results
1. Bivariate analysis
Table 1 shows each independent variable in relation to the dependent dichotomous variable (children with normal or deficient skill levels). The percentages of cases with a positive response (yes = 1) for each specific variable are shown in parentheses. In the next columns, the percentages of children with a normal or deficient level are presented for each independent variable. Significant associations between an independent variable and the dependent one are indicated.
For instance, in the case of the “Mother’s numerical skills deficient” variable, 67.38% of the sample have this characteristic. Of those children with a normal level of skills, 66.76% have a mother with this characteristic. Of those children with a deficient level of skills, 75.81% do.
Table 1
Descriptive values and bivariate relationships between independent variables and dependent variablesa
(Percentages)
Model and variables with positive response (percentages of population) | Children’s skill level (percentages of cases with a positive response for each variable) | |
Normal | Deficient | |
Heritage model | ||
Mother’s numerical skills deficient (67.38)* | 66.76 | 75.81 |
Mother’s verbal skills deficient (36.19)* | 34.52 | 58.87 |
Socialization model | ||
Insufficient stimulation activities (9.42) | 9.25 | 11.69 |
Insufficient stimulation environment (23.04)*** | 22.12 | 35.48 |
Mother is young (6.66)*** | 6.41 | 10.08 |
Biological father does not live with child (31.22)*** | 30.78 | 37.1 |
Mother did not finish high school (35.44)*** | 34.31 | 50.81 |
Control variables | ||
Child had a low birth weight (6.41) | 6.32 | 7.66 |
Mother had a high-risk pregnancy (12.43) | 12.37 | 13.31 |
Poor household (35.94)* | 35.32 | 44.35 |
N | 4 447 | 248 |
Source: Prepared by the author, on the basis of data from the Early Childhood Longitudinal Survey, 2010.
a Statistical significance levels: ***p<0.001, **p<0.01, and *p<0.05, derived from two-tailed χ2 tests of independent variables.
In this bivariate analysis, there are significant associations between the dependent variable and most of the specific variables associated with the two models defined for this study. Specifically, in the heritage model, “Mother’s numerical skills deficient” and “Mother’s verbal skills deficient” have a significant association. In the socialization model, “Insufficient stimulation environment”, “Mother is young”, “Biological father does not live with child” and “Mother did not finish high school” have a significant association.
2. Multivariate analysis
The first research question is what factors explain children’s cognitive and non-cognitive skill levels. To address this question, three theoretical models were tested.
Table 2 shows all logistic regressions for the three models mentioned. When all independent variables are regressed on the dependent variable (full model), three variables within it are significant, namely “Insufficient stimulation environment” and “Mother’s verbal skills deficient”. The model in general is significant at p<0.05.
Table 2
Coefficients (standard errors) and odds ratios according to three logistic regression modelsa
Dependent variable: low skills (1 = yes; 0 = no) | Full model | Socialization model | Heritage model | |||||
β | OR | β | OR | β | OR | |||
Insufficient stimulation environment | 0.42** (0.15) | 1.04 | 0.49** (0.15) | 1.63 | ||||
Insufficient stimulation activities | 0.04 (0.21) | 1.04 | 0.05 (0.21) | 1.05 | ||||
Mother is young | 0.15 (0.24) | 1.16 | 0.19 (0.24) | 1.23 | ||||
Biological father does not live with child | 0.29 (0.14) | 1.33 | 0.27 (0.14) | 1.31 | ||||
Mother did not finish high school | 0.27 (0.15) | 1.31 (0.20) | 0.52*** (0.14) | 1.68 | ||||
Mother’s numerical skills deficient | 0.13 (0.16) | 1.14 | 0.19 (0.16) | 1.21 | ||||
Mother’s verbal skills deficient | 0.80*** (0.14) | 2.23 | 0.92*** (0.14) | 2.52 | ||||
Mother had a high-risk pregnancy | 0.08 (0.25) | 1.08 | 0.11 (0.19) | 1.11 | 0.05 (0.19) | 1.05 | ||
Child had a low birth weight | 0.07 (0.25) | 1.07 | 0.12 (0.14) | 1.13 | 0.13 (0.25) | 1.14 | ||
Poor household | 0.12 (0.14) | 1.13 | 0.18 (0.14) | 1.2 | 0.21 (0.14) | 1.24 | ||
Constant | -3.49 (0.17) | 0.03 | -3.12 (0.12) | 0.04 | -3.22 (0.15) | 0.04 | ||
Likelihood ratio (LR) χ2 | 80.37 | 46.07 | 61.15 | |||||
Degrees of freedom | 10 | 8 | 5 | |||||
Bayesian information criterion | 1.573 | 19.48 | -20.18 | |||||
Probability > χ2 | 0.00 | 0.00 | 0.00 | |||||
N | 3 620 | 3 620 | 3 620 |
Source: Prepared by the author, on the basis of data from the Early Childhood Longitudinal Survey, 2010.
a Statistical significance levels: ***p<0.001; **p<0.01; *p<0.05 (two-tailed tests). Coefficients presented in lieu of log-odds ratios. All constants are significant at p<0.01. β = coefficient. OR = odds ratio (change factor).
Regarding the socialization model, the variables “Insufficient stimulation environment” and “Mother did not finish high school” are significant within it. With respect to the former, this is robust because it is still significant in the full model. The socialization model in general is significant at p<0.05.
Within the heritage model, the variable “Mother’s verbal skills deficient” is significant, as it is in the full model, indicating that it is a robust significant variable. The model as a whole is significant at p<0.05.
The Bayesian information criterion (BIC) was used to estimate the goodness of fit of the three different models. Considering only this criterion, in which a smaller number is better, the heritage model seems best (BIC = -20.18). Also, although some goodness of fit (LR χ2 ) is lost relative to the full model (80.37), the heritage model retains the second-highest value of LR χ2 (61.15).
It is possible to retain the first hypothesis, which states that the heritage model is significant in explaining the level of children’s skills when health-related variables are controlled for. The second hypothesis, which states that the socialization model is significant, can be also retained. However, the heritage model fits the data better than the latter.
Since the heritage model can be chosen as the explanatory model, it is worth interpreting its significant coefficient. When child health-related variables are controlled for, a child whose mother’s verbal skills are deficient is 3 times (OR = 2.52) as likely on average to have a low level of cognitive and non-cognitive skills than a child whose mother scores well for these skills.
To address the second research question, table 3 does reveal some differences between children living in poor versus non-poor households. In the former type of households, the socialization model is not significant. However, “Insufficient stimulation environment”, a variable associated with children’s socialization, is significant in the full model. The “Mother’s verbal skills deficient” variable is significant in the heritage model, as it is in the full model. This means that, controlling for health-related variables, a poor child whose mother’s verbal skills are deficient is 3 times (OR = 2.61) as likely on average to have a low level of cognitive and non-cognitive skills as a child whose mother scores well for these skills.
In the case of children living in non-poor households, all the models are significant. The “Mother did not finish high school” variable is significant in the socialization model, as it is in the full model. It can be predicted that, controlling for health-related variables, a non-poor child whose mother did not finish high school is twice (OR = 1.95) as likely on average to have a low level of cognitive and non-cognitive skills as a child whose mother did complete this level of education. Likewise, the “Mother’s verbal skills” variable is significant in the heritage model, as it is in the full model. It can be predicted that, controlling for health-related variables, a non-poor child whose mother’s verbal skills are deficient is twice (OR = 2.41) as likely on average to have a low level of cognitive and non-cognitive skills as a child whose mother scored well for these skills.
In general, the third hypothesis of this study, which states that variables from both the heritage and socialization models have a different statistical significance when the poverty level of the child’s household is controlled for, can be partially accepted. First, the socialization model is significant in non-poor households but not in poor countries. Second, the heritage model is significant for both types of households. However, the “Mother’s verbal skills deficient” variable has a greater effect on poor children.
Table 3
Coefficients (standard errors) and odds ratios according to three logistic regression models for poor and non-poor householdsa
Dependent variable: | Poor households | Non-poor households | |||||||||||||||
Full model | Socialization model | Heritage model | Full model | Socialization model | Heritage model | ||||||||||||
β | OR | β | OR | β | OR | β | OR | β | OR | β | OR | ||||||
Insufficient stimulation environment | 0.51* (0.21) | 1.67 | 0.61** (0.21) | 1.84 | 0.33 (0.21) | 1.39 | 0.39 (0.21) | 1.48 | |||||||||
Insufficient stimulation activities | -0.13 (0.33) | 0.88 | -0.14 (0.33) | 0.87 | 0.19 (0.28) | 1.21 | 0.19 (0.28) | 1.21 | |||||||||
Mother is young | -0.29 (0.04) | 0.75 | -0.19 (0.42) | 0.83 | 0.36 (0.29) | 1.43 | 0.38 (0.29) | 1.46 | |||||||||
Biological father does not live with child | 0.20 (0.22) | 1.22 | 0.10 (0.22) | 1.11 | 0.32 (0.19) | 1.38 | 0.35 (0.19) | 1.42 | |||||||||
Mother did not finish high school | 0.00 (0.22) | 1.0 | 0.28 (0.21) | 1.32 | 0.46* (0.20) | 1.58 | 0.67*** (0.19) | 1.95 | |||||||||
Mother’s numerical skills deficient | 0.27 (0.27) | 1.31 | 0.31 (0.27) | 1.36 | 0.03 (0.20) | 1.03 | 0.17 (0.19) | 1.19 | |||||||||
Mother’s verbal skills deficient | 0.96*** (0.23) | 2.61 | 0.99*** (0.22) | 2.69 | 0.68*** (0.19) | 1.97 | 0.088*** (0.18) | 2.41 | |||||||||
Mother had a high-risk pregnancy | 0.19 (0.28) | 1.21 | 0.25 (0.27) | 1.28 | 0.19 (0.27) | 1.21 | -0.03 (0.29) | 0.97 | -0.03 (0.29) | 0.97 | -0.09 (0.29) | 0.91 | |||||
Child had a low birth weight | -0.02 (0.39) | 0.82 | 0.08 (0.39) | 1.08 | 0.02 (0.39) | 1.02 | 0.14 (0.34) | 1.15 | 0.15 (0.33) | 1.16 | 0.23 (0.33) | 1.26 | |||||
Constant | -3.40 (0.30) | 0.03 | -2.82 (0.19) | 0.75 | -3.22 (0.26) | 0.04 | -3.5 (0.19) | 0.03 | -3.26 (0.15) | 0.04 | -3.2 (0.17) | 0.04 | |||||
Likelihood ratio (LR) χ2 | 35.03 | 12.97 | 27.73 | 44.8 | 31.67 | 26.72 | |||||||||||
Degrees of freedom | 9 | 7 | 4 | 9 | 7 | 4 | |||||||||||
Bayesian information criterion | 29.5 | 37.2 | 0.95 | 24.9 | 22.6 | 4.3 | |||||||||||
Probability > χ2 | 0.0*** | 0.07 | 0.0*** | 0.0*** | 0.0*** | 0.0*** | |||||||||||
N | 1 301 | 1 301 | 1 301 | 2 319 | 2 319 | 2 319 |
Source: Prepared by the author, on the basis of data from the Early Childhood Longitudinal Survey, 2010.
a Statistical significance levels: ***p<0.001; **p<0.01; *p<0.05 (two-tailed tests). Coefficients presented in lieu of log-odds ratios. All constants are significant at p<0.01. β = coefficient. OR = odds ratio (change factor).
VIII. Discussion and conclusion
Previous researchers have explored social aspects of children’s development and found that early education and quality of care matter in their own right (Cortázar, 2015) and mediate other phenomena such as household organization (Berry and others, 2016). This study explores similar concerns and aims to address two main questions. The first concerns the factors explaining inequality between children with respect to their early skills. The second is whether the effects exerted by these factors differ between poor and non-poor children’s households.
However, this study has some particular features, focusing as it does on a very early stage of childhood in a developing country using direct measures of children’s and their mothers’ abilities. In addition, these measures do not concentrate solely on children’s cognitive traits since, as other scholars have contended, non-cognitive traits matter as much as cognitive ones in their effects on children’s future achievements (Davies and others, 2016).
The findings of this study support the association of both inherited and social aspects with children’s early abilities. Among these aspects, poverty emerges as a variable in children’s development. However, further analysis was necessary to control for a number of other theoretically relevant variables.
It has been confirmed that intelligence is genetically conditioned. Mothers’ verbal skills explain the skill levels of their children. This is a factor that has been shown to be very robust when different variables are controlled for. A clue to the mechanisms producing this effect is provided by the results of the research carried out by Leyva and Smith (2016), who find that low-income Chilean parents’ narrative styles in conversations about negative experiences exert a significant effect on the readiness skills of their children (Leyva and Smith, 2016).
Although socialization-related variables have a lesser explanatory effect, aspects like stimulation and the mother’s educational level are relevant in explaining the development of children’s skills. However, it needs to be borne in mind that the mother’s educational level and verbal cognitive skills are correlated, as Ayoub and others (2009) found. It will be for future research to establish the role of the mother’s educational level as part of a causal model incorporating variables similar to those used in this study. Previous research has furnished some ideas. For instance, a nation’s development level directly affects mothers’ educational level, which in turn affects children’s cognitive development (Sun and others, 2016).
When the aforementioned factors are observed, with the distinction made between poor and non-poor households, there are other aspects to take into account. The mother’s skills are a relevant explanatory factor in both poor and non-poor children’s households, having a greater explanatory effect in poor households. But it is not possible to state that unequal development of early childhood skills in Chile is due only to inherited traits. The tension between nature and nurture is present in poor and non-poor households, but in different ways. Besides the mother’s level of intelligence, stimulation matters in poor households, while the mother’s education matters in non-poor households.
This research supports the idea that genetics affects an individual’s attainments in the short term, in conjunction with aspects of the social environment. Poverty is not only a very difficult condition to reverse: it is also a situation that impedes efforts to break the intergenerational transmission of inequality. It is a cause for concern if the availability and quality of public services such as early education depend on families’ purchasing power. Poor children urgently need stimulating environments, which can mitigate genetic conditioning.
Poverty is evidently an impediment to equality of opportunities for children from a very early stage in life. Poor children are less likely to be able to compensate for inherited traits and develop the basic skills needed to interrupt the transmission of factors that reproduce social inequality. They need suitable conditions, which are very difficult to secure under the stress caused by material deprivation, in order to have early stimulation. This point connects the present study to other research that examines the effects of early education on children’s development.
It is important to emphasize that the findings of this study, focused as it is on young children, run counter to the claim that children’s prospects of thriving in life or achieving acceptable levels of social mobility are only a matter of merit. Advocates of merit as the main explanation for the level of inequality in Chile and other similar societies should embrace these facts and consider that it is not possible to analyse inequality of outcomes (i.e. income) without analysing inequality of conditions (i.e. early skills). This study provides evidence that should help lead the debate in that direction.
Two important limitations of this study concern the data available. First, the survey used for it does not yield any variables relating to the social environment beyond the household. This is an important limitation because other scholars have demonstrated that neighbourhood poverty variables significantly affect children’s development (McCoy and others, 2015). However, this limitation is a springboard for future research, which should extend the social environment concept and look for indicators related to public goods and social welfare. Second, early social circumstances, known as in utero conditions (i.e. the parents’ relationship, emotional support for the mother, exposure to stressful events, etc.), could not be observed further. Using birth weight and the riskiness of pregnancies as control variables was an indirect way of approaching this important period in children’s development. Unfortunately, a number of other variables were not part of the survey or were not presented in a suitable form. It is important to mention this limitation because there is enough evidence to show that this period of human development should be integrated into causal analyses of social inequality.
In conclusion, this research provides evidence that both inherited traits and socialization factors are explanatory features of the intergenerational transmission of inequality in Chile that are unrelated to self-determination traits, challenging merit as an explanation of social inequality in the first instance.
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